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Executive Summary

NetApp’s innovative technologies enable organizations to extract benefits from their virtual
infrastructures by seamlessly integrating advanced virtualized storage alongside virtual
servers.

NetApp provides industry-leading solutions in the areas of data protection; thin storage
provisioning; data deduplication; file-based backups; instantaneous virtual machine (VM)
backups and restores; and instantaneous VM cloning for testing, application development, and
training purposes.

This technical report reviews the best practices for implementing an Oracle® VM (OVM) virtual
infrastructure with NetApp® storage systems. Scenarios corresponding to all three storage
protocols—NFS, iSCSI, and FC—are covered, along with an Oracle VM and NetApp
deployment case study.
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1 Introduction

This technical report provides best practices and a step-by-step guide for deploying Oracle VM
virtualization software with shared storage solutions from NetApp.

1.1 Purpose and Scope of the Document

This document focuses on the deployment of Oracle VM virtualization software with NetApp storage
(NFS, iSCSI, and FC SAN). It does not cover the comprehensive list of features available with Oracle VM
virtualization software and it cannot be used as a replacement for Oracle VM user or administrative
manuals.

1.2 Intended Audience and Assumptions

This document is for system and storage administrators, product management, and IT infrastructure
managers who are familiar with concepts of Oracle VM Server v2.2 and higher and the NetApp Data
ONTAP®7G operating system and clustered Data ONTAP.

2 Overview of the Oracle VM and NetApp Storage Solution

2.1 Advantages of Virtualization

Oracle’s application-driven server virtualization strategy is to integrate virtualization into every layer of the
Oracle stack offering, from operating systems with Oracle Linux® and Oracle Solaris to engineered
systems to Oracle Database and software, including middleware and applications and management.
Virtualization has to address the entire compute stack in order to provide IT with the control, flexibility,
and agility needed for modern data centers or the cloud.

Oracle VM is at the center of Oracle Server virtualization strategy. Designed for rapid application
deployment and simplified lifecycle management, Oracle VM supports Windows®, Solaris, and Linux
workloads and is optimized for Oracle Database and Oracle applications.

Oracle VM's integrated approach allows simplified integration with storage and other infrastructure
solutions to deliver:

e Improved server consolidation

¢ Rapid enterprise application deployment

¢ Reduction of deployment and management complexities

¢ Simplification of data management tasks

e Access to capacity on demand

2.2 Oracle VM Application-Driven Virtualization for the Enterprise

Oracle VM is Xen hypervisor based and fully supports both Oracle and non-Oracle applications. Oracle
VM is designed with a highly scalable architecture to support enterprise applications. Oracle VM consists
of two components: the Oracle VM Server, the server software; and the Oracle VM Manager, the
management console.

Users can create and manage virtual machines that exist on the same physical server but behave like
independent physical servers. Each virtual machine created with Oracle VM has its own virtual CPUs,
network interfaces, storage, and operating system. With Oracle VM, users have an easy-to-use browser-
based tool for creating, cloning, sharing, configuring, booting, and migrating VMs.

Oracle VM is fully server-centric and designed for data center use. With Oracle VM, it is easy to load-
balance, so that resources are fully utilized, and to move live virtual machines from one physical server to
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another without reconfiguring or experiencing downtime. A number of versions of Linux and Windows are
supported as guest operating systems on either 32-bit or 64-bit server platforms. Oracle VM uses native
Linux device drivers so that users do not have to wait for the latest hardware to be supported by the
virtualization solution layer.

Oracle VM supports two types of virtual machines:

e Hardware virtualized: The guest operating system does not need to be modified. It is available only
on Intel® VT and AMD® SVM CPUs.

e Paravirtualized: The guest operating system is recompiled for the virtual environment for optimal
performance.

Oracle VM consists of two components:

e Oracle VM Manager: This component provides a standard Application Development Framework web
application to manage Oracle VM-based virtual machines. It also provides an API for Oracle VM
Server.

e Oracle VM Server: This component provides a virtualization environment designed to provide a self-

contained, secure, server-based platform for running virtualized guests. Oracle VM Agent is included
for communication with Oracle VM Manager.

Figure 1) Oracle VM architecture.
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2.3 NetApp Storage Solutions for Application-Driven Virtualization

Server virtualization is only one-half of an Oracle VM infrastructure. Virtualized storage is required to
complete an Oracle VM environment—in fact, the benefits of server virtualization are fully realized only
when deployed with a shared storage solution.

Unified storage solutions from NetApp perfectly complement the manageability, utilization, and cost-
saving benefits of Oracle VM. NetApp solutions enable powerful thin provisioning, simplified data
management, and scalable and consistent I/O performance for all IT protocols across NAS (NFS) and
SAN (Fibre Channel and iSCSI) in a single pool of storage. Key benefits and features are:

e Support for SAN (Fibre Channel and iSCSI) and NAS, including pNFS
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e Nondisruptive scalability to hundreds of TB

e Easy installation, configuration, management, and maintenance

e Rapid backup and recovery with zero-penalty Snapshotw copies

e Simple, cost-effective replication for disaster recovery

e Instant space-efficient data clones for provisioning and testing

e Dynamically expand and contract storage volumes as needed

o Data deduplication to reduce capacity requirements

e Compression, thin provisioning, and cloning, which provide additional benefits for storage efficiency
e Spending less time and fewer resources on running business-critical workloads

e Ability to achieve peace of mind with nondisruptive operations

e Ability to deliver on-demand responses to changing application needs

e Scalability for performance and capacity

e Cost and performance using Flash Pool™ and Flash Cache™ intelligent caching, solid-state drives

NetApp storage solutions offer these powerful data management and data protection capabilities, which
allow the Oracle VM to lower costs while meeting capacity, utilization, and performance requirements.

MultiStore® technology (a licensable feature) is another storage virtualization approach provided by
NetApp that complements the server consolidation achieved through Oracle VM. MultiStore subdivides a
NetApp physical storage system into multiple logical domains or virtual storage server partitions known as
vFiler” units, each with its own unique identity, management, and IP address. Diverse applications
running on different virtual machines consolidated into the same physical server and common storage
systems can be isolated and secured by creating separate vFiler units to store the application data.
MultiStore also enables vFiler units to transparently migrate to different physical systems without requiring
reconfiguring client application servers and the mount points used for accessing data. For more details
regarding NetApp MultiStore, refer to TR-3462, Storage Virtualization and DR Using VFiler.

Storage management and monitoring are critical to the successful operation of a virtual infrastructure.
The NetApp Operations Manager suite of products can be used for day-to-day activities on storage
systems, such as discovering storage systems, monitoring device health, determining the capacity
utilization and performance characteristics of a storage system, configuring alerts and thresholds for
event management, and so on. It also supports configuration of role-based access control (RBAC) for
user login and role permissions. RBAC supported by NetApp Operations Manager allows administrators
to manage groups of users by defining roles based on their specific responsibilities. For example, in a
virtual infrastructure in which an application (such as Oracle Database) administrator, virtual server (such
as an Oracle VM) administrator, and storage (NetApp) administrator may have to work in tight synergy,
role-based control from Operations Manager can dictate how they access the different storage resources,
including NetApp FAS systems, aggregates, volumes, LUNS, protection policies, provisioning policies,
vFiler templates, and so on. For details about NetApp Operations Manager, refer to
http://www.netapp.com/us/products/management-software/operations-manager.html.

2.4 Oracle VM Validated Configuration with NetApp Storage

The Oracle Linux and Oracle VM Hardware Certification List (HCL) provides users with information about
x86 servers, x86 64-bit servers, and storage arrays certified for Oracle Linux with Unbreakable Enterprise
Kernel or Oracle VM.

NetApp collaborated with Oracle to create a certification list for Oracle VMs with NetApp storage
controllers. For more details, refer to the Oracle VM Hardware Certification List with NetApp Storage.

For more information on the Oracle VM Hardware Certification List, refer to the HCL website.
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2.5 Shared Storage Options for Oracle VM

The guest operating systems running inside the virtual machines hosted on the OVM Server view the disk
storage allocated while creating the virtual machine (for example, using the virt-install command)
as a single virtual hard disk, analogous to a physical hard disk. This appears as “ad" and can be
partitioned and managed in the guest exactly as if it were regular physical hardware.

Three types of shared storage options are available for an OVM Server configuration:

o Network-attached storage using NFS
e iSCSI SAN
e Fibre Channel SAN

NetApp NFS shared storage gives unmatched flexibility to a virtual infrastructure deployed with Oracle
VM Server. The files corresponding to the virtual disks of the virtual machines are thin provisioned by
default and also deduplicated (if the deduplication license is enabled). This leads to very high utilization of
storage as well as a drastic reduction in the total amount of storage required.

Oracle VM Server supports either a software-based iSCSI initiator or a supported iSCSI HBA. Similarly it
supports Fibre Channel SANs using the supported FC HBA. The iSCSI or FC shared storage of OVM
Server requires configuration of the Oracle Cluster File System (OCFS2) for use as a shared virtual disk
for migration.

Note: Each virtual disk file belonging to the virtual machines has its own 1/O queue to the NetApp
storage system for all of these storage solutions.
Figure 2) Physical and logical storage configuration of NetApp FAS controllers.
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2.6 Plug-Ins

NetApp Plug-ins

NFS Deployment with Clustered Data ONTAP showmount Plug-In

The showmount -e tool enables Oracle VM and other Linux operating systems that require showmount
—e to function.
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Oracle’s generic NFS plug-in requires the showmount -e command during storage registration. In a
NetApp storage controller operating in 7-Mode, showmount -e works without any additional plug-ins.
However, in a NetApp clustered Data ONTAP storage controller, the showmount -e command is not
enabled at the storage level. You need to install the showmount plug-in in the OVM Server.

This tool provides 7-Mode functionality in clustered Data ONTAP for the showmount —e command. It is
executed by a generic Oracle NFS plug-in as a workaround solution until the feature is added to Data
ONTAP 8.3.

The showmount -e tool is a set of scripts that must be copied to the client machines on which the
showmount -e command will be executed.

Download the showmount plug-in from
http://support.netapp.com/NOW/download/tools/showmount plugin _cdot/.

SAN Deployment—NetApp Plug-In for Oracle VM

The NetApp Plug-in for Oracle VM enables provisioning and cloning of Oracle VMs quickly and space
efficiently from the Oracle VM Manager. The NetApp Plug-in for Oracle VM significantly reduces the cost
and complexity of managing VMs that rely on NetApp storage and Oracle technologies.

The aggregate and volume provisioning are the prerequisites for the plug-in, which is explained in section
4.0.

Download and install the NetApp Plug-in for Oracle VM from here:
http://mysupport.netapp.com/NOW/download/tools/ntap_plugin_ovm/. You can check the detailed
deployment video at https://communities.netapp.com/videos/3533.

Oracle Plug-Ins

Oracle Generic NFS Plug-In and Oracle Generic SCSI Plug-In

Generic plug-ins offer a limited set of standard storage operations on virtually all storage hardware, such
as discovering and operating on existing storage resources. We categorize these operations as “passive”
in the sense that they do not interact with the storage management but simply detect the available
storage architecture and allow it to be used in the Oracle VM environment.

Refer to http://docs.oracle.com/cd/E35328 01/E35332/html/vmusg-storage-plugin.html.

2.7 Choose Your Plug-In

There is no third-party-vendor storage connect plug-in for NFS, and all the vendors have to use an Oracle
generic network file system plug-in for NFS storage. Table 1 compares the Oracle generic NFS plug-in
with the NetApp SAN plug-in.

Table 1) Oracle generic NFS plug-in versus NetApp SAN plug-in.

Feature NetApp Plug-in Oracle Generic
for OVM SCSI Plug-in
Allow custom clone names Yes No
Allow custom Snapshot copy names Yes No
Allow custom clone names Yes No
Allow custom Snapshot copy names Yes No
Storage name must be set to access the storage server No No
Support access controls Yes No
Support clone Fully supported No

8 Oracle VM and NetApp Storage Best Practices Guide
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Feature NetApp Plug-in Oracle Generic

for OVM SCSI Plug-in
Support clone from Snapshot copy Fully supported No
Support clone splitting Fully supported No
Support clone splitting while clones are open and active Yes No
Support resize Fully supported No
Support Snapshot technology Fully supported No
Synchronous clone No No
Synchronous clone from Snapshot copy Yes No
Synchronous clone splitting No No
Synchronous resize No No
Synchronous Snapshot copy Yes No

2.8 Oracle VM Server Repositories

Oracle VM uses the concept of storage repositories to define where Oracle VM resources may reside.
Resources include guest virtual machines, virtual machine templates (guest seed images), ISO images,
shared virtual disks, and so on. A storage repository is used for live migration of guests, high availability
(HA), and local storage.

e For Oracle VM Server v3.2.X

File Server

— Find the NetApp NFS volume (volume group) from 7-Mode or clustered Data ONTAP (file
system) that you want to use to create the storage repository. Then create the storage repository,
grant access to OVM Server, and refresh.

[root@stlrx200s5-26 ~]# ssh -1 admin <localhost | ovm manager > -p 10000
admin@localhost's password:

OVM> list filesystem

OVM> refresh FileSystem name=nfs:<exported volume or junchtion path>

OVM> create Repository name=<RepoName> fileSystem=nfs:< exported volume or junchtion path>
OVM> add Server name=<OVM Server> to Repository name=<RepoName>

OVM> refresh Repository name=<RepoName>

— Infsmnt holds the server pool and its ovspoolfs image.
SAN Server

— Find the NetApp SAN volume (volume group) from 7-Mode or clustered Data ONTAP (file
system) that you want to use to create the storage repository. Then create the physical disk, map
the physical disk with the access group, create the repository, grant access to OVM Server, and
refresh.

[root@stlrx200s5-26 ~]# ssh -1 admin <localhost | ovm manager > -p 10000
admin@localhost's password:

OVM> list volumegroup

OVM> create physicaldisk size=<in gb> name=<name of physical disk> shareable=<yes|no> on
volumegroup name=<volume groupname>

OVM> list physicaldisk

OVM> list serverpool

OVM> list accessgroup

OVM> add physicaldisk name=<physicaldisk name> to accessgroup name=<accessgroup nhame>
OVM> create Repository name=<repository name> serverPool=<serverpool name> physicalDisk=<physical
diskname>

OVM> list server

OVM> add server name=<OVM server name> to repository name=<repository name>

OVM> refresh repository name=<repository name>
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— The /OVS directory is the location of the default storage repository created when Oracle VM
Server is installed with the default partition layout, which is common for both SAN and NAS.

— [poolfsmnt/<UUID>/db is the location of the default server pool for SAN.

e When a server pool is created in Oracle VM Manager, the storage repository is automatically
mounted with the source type; for example, NFS, OCFS2, or ext3. The storage repository directory
structure (running pool, seed pool, iso pool, publish pool, sharedDisk) is also
automatically created under the /OVS directory on the storage repository.

e Repositories are managed by Oracle VM Agent.

e To create OVM Server repositories for various shared storage options such as NFS, iSCSI, and FC,
refer to section 4.1.

Section O describes how virtual machines created on these repositories can be easily imported to the
OVM Manager.

3 Oracle VM and NetApp Storage Best Practices

3.1 NetApp Shared Storage Best Practices for High Availability and Resiliency of
Oracle VM Infrastructure

The most critical challenge that any server virtualization environment including Oracle VM faces is
increased risk. As physical servers are converted to virtual machines and multiple virtual machines are
consolidated onto a single physical server, the impact of the failure of even a single component of the
consolidated platform can be catastrophic.

In an Oracle VM environment, the availability and performance of the shared storage infrastructure are
critical. It is therefore vital to consider the required level of availability and performance when selecting
and designing the storage solution for the virtualized server environment.

When focusing on storage availability, many levels of redundancy are available for deployments,
including purchasing physical servers with multiple storage interconnects or HBAs, deploying redundant
storage networking and network paths, and leveraging storage arrays with redundant controllers. A
deployed storage design that meets all of these criteria can be considered to eliminate all single points of
failure. The reality is that data protection requirements in a virtual infrastructure (such as Oracle VM) are
greater than those in a traditional physical server infrastructure. Therefore, data protection has to be the
paramount feature of the shared storage solution.

NetApp Shared Storage System Configuration and Setup

NetApp offers a comprehensive set of software and hardware solutions to address the most stringent
requirements for availability and performance of large, scalable Oracle VM environments. The following
sections provide a high-level overview of the NetApp components and features you should consider when
deploying Oracle VM Server virtualization on NetApp storage solutions.

RAID Data Protection

RAID-DP® technology is an advanced RAID technology that is provided as the default RAID level on all
NetApp storage systems. RAID-DP protects against the simultaneous loss of two drives in a single RAID
group. It is very economical to deploy; the overhead with default RAID groups is a mere 12.5%. This level
of resiliency and storage efficiency makes data residing on RAID-DP safer than data residing on RAID 5
and more cost effective than RAID 10. NetApp recommends using RAID-DP on all RAID groups that store
Oracle VM data.

For more information about NetApp’s deduplication technology, refer to TR-3505: NetApp Deduplication
for FAS and V-Series Deployment and Implementation Guide.
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Figure 3) RAID-DP.
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Active-Active NetApp Controllers

NetApp clusters, referred to as active-active HA pairs, consist of two independent storage controllers that
provide fault tolerance and high-availability storage for virtual environments. The cluster mechanism
provides nondisruptive failover between controllers in the event of a controller failure. Redundant power
supplies in each controller maintain constant power. Storage HBAs and Ethernet NICs are all configured
redundantly within each controller. The failure of up to two disks in a single RAID group is accounted for
by RAID-DP.

For more details, refer to:
e www.netapp.com/us/products/platform-os/active-active.html
e NetApp TR-3450: Active-Active Controller Overview and Best Practices Guidelines

Figure 4) High-availability cluster.
etApp Active-Active Cluster NetApp Active-Active Cluster:

oy

__

NetApp active-active provides high-availability from controller failures
and up to two-disk failure (RAID-DP)

The NetApp HA cluster model can be enhanced by synchronously mirroring data at the RAID level using
NetApp SyncMirror® technology in 7-Mode. When SyncMirror is used with HA clustering, the cluster has
the ability to survive the loss of complete RAID groups or shelves of disks on either side of the mirror.

Figure 5) NetApp SyncMirror.
~NetApp Active-Active with SyncMirror=——— ~—NetApp Active-Active with SyncMirro re—

=17

‘." "‘

L v L >

SyncMirror with NetApp active-active cluster provides high availability from complete RAID
groups and disk shelves failure in addition to controllers.
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Note: The NetApp HA cluster model with clustered Data ONTAP can be enhanced by asynchronously
mirroring data through SnapMirror.

Multipath HA

Multipath HA storage configurations further enhance the resiliency and performance of active-active
controller configurations. Although cluster failover software provides high availability by providing fault
tolerance in the event of controller failure, storage-triggered events often result in unneeded failovers or
prevent successful takeovers. Multipath HA storage enhances storage resiliency by reducing
unnecessary takeover by a partner node due to a storage fault, thus improving overall system availability
and promoting higher performance consistency. Multipath HA provides added protection against various
storage faults, including HBA or port failure, controller-to-shelf cable failure, shelf module failure, dual
intershelf cable failure, and secondary path failure. Multipath HA helps provide consistent performance in
active-active configurations by providing larger aggregate storage loop bandwidth.

For more details, refer to TR-3437: Storage Subsystem Resiliency Guide.

Remote LAN Management Card

The Remote LAN Management (RLM) card provides secure out-of-band access to the storage controllers,
which can be used regardless of the state of the controllers. The RLM offers a number of remote
management capabilities for NetApp controllers, including remote access, monitoring, troubleshooting,
logging, and alerting features. The RLM also extends the AutoSupportW capabilities of the NetApp
controllers by sending alerts or "down-filer" notifications via an AutoSupport message when the controller
goes down, regardless of whether the controller can send AutoSupport messages. These AutoSupport
messages also provide proactive alerts to NetApp to help provide faster service.

For more details on RLM, refer to http://support.netapp.com/NOW/download/tools/rim _fw/info.shtml.
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Best Practices ‘

NetApp recommends the following configuration options for best-in-class resiliency.

e Use RAID-DP, the NetApp high-performance implementation of RAID 6, for better data protection.

¢ Use multipath HA with active-active storage configurations to improve overall system availability as
well as promote higher performance consistency.

e Use the default RAID group size (16) when creating aggregates.
o Allow Data ONTAP to select the disks automatically when creating aggregates or volumes.

e Use the latest storage controller, shelf, and disk firmware and the Data ONTAP general
deployment release available from the NetApp Support site.

¢ Maintain at least two hot spares for each type of disk drive in the storage system to take advantage
of Maintenance Center (MC).

¢ Maintenance Center software is part of the NetApp suite of proactive, self-healing storage
resiliency tools. MC provides configurable in-place disk drive diagnostics to determine the health of
suspect disk drives. If Data ONTAP disk health monitoring determines that a disk drive has
surpassed an error threshold, Rapid RAID Recovery is initiated to a hot spare. Afterward, the
suspect disk can be placed into MC, where it undergoes a series of diagnostic tests. Consisting of
Storage Health Monitor (SHM), NetApp Health Triggers, and NetApp Drive Self-Tests software,
Maintenance Center promotes drive self-healing and preventive or corrective maintenance.

e Do not put SAN LUNSs or user data into the root volume.

o Replicate data with SnapMirror® or SnapVauIt® technology for disaster recovery (DR) protection.

o Replicate to remote locations to increase data protection levels.

e Use an active-active storage controller configuration (clustered failover) to eliminate single points
of failure (SPOFs).

Deploy SyncMirror for the highest level of storage resiliency.

For more information on storage resiliency, refer to:

e TR-3437: Storage Best Practices and Resiliency Guide
e TR-3450: Active-Active Controller Overview and Best Practices Guidelines

3.2 NetApp Storage Networking Best Practices

Design a network infrastructure (FC or IP) so it has no single point of failure. A highly available solution
includes having two or more FC or IP network switches, two or more HBAs or network interface cards
(NICs) per host, and two or more target ports or NICs per storage controller. In addition, if using Fibre
Channel, two fabrics are required for a truly redundant architecture.

Best Practice ‘

For designing an FC or IP storage network infrastructure, refer to the “FC/iISCSI Configuration Guide”
on the NetApp Support site.
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NetApp IP Storage Networking

NetApp Virtual Interfaces

A virtual network interface (VIF) is a mechanism that supports aggregation of network interfaces into one
logical interface unit. Once created, a VIF is indistinguishable from a physical network interface. VIFs are
used to provide network connection fault tolerance and, in some cases, higher throughput to the storage
device.

Multimode VIFs are compliant with IEEE 802.3ad. In a multimode VIF, all physical connections in the VIF
are simultaneously active and can carry traffic. This mode requires all interfaces to be connected to a
switch that supports trunking or aggregation over multiple port connections. The switch must be
configured to understand that all of the port connections share a common MAC address and are part of a
single logical interface.

Figure 6 is an example of a multimode VIF. Interfaces €0, el, e2, and e3 are part of the MultiTrunk1
multimode VIF. All four interfaces in the MultiTrunkl multimode VIF are active.

Figure 6) Multimode VIF.

Switch

el el el e3
pAUIT TRk

In a single-mode VIF, only one of the physical connections is active at a time. If the storage controller
detects a fault in the active connection, a standby connection is activated. No configuration is necessary
on the switch to use a single-mode VIF, and the physical interfaces that constitute the VIF do not have to
connect to the same switch.

Note: IP load balancing is not supported on single-mode VIFs.

Figure 7 illustrates an example of a single-mode VIF. In this figure, €0 and el are part of the
SingleTrunk1 single-mode VIF. If the active interface, €0, fails, the standby el interface takes over and
maintains the connection to the switch.

Figure 7) Single-mode VIF.

Switch Switch

el fails —————————— -

= el =l &1

singleTrunkl Single Trunk1
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It is also possible to create second-level single-mode or multimode VIFs. By using second-level VIFs, you
can take advantage of both the link aggregation features of a multimode VIF and the failover capability of
a single-mode VIF.

In the configuration shown in Figure 8, two multimode VIFs are created, each connected to a different
switch. A single-mode VIF is then created composed of the two multimode VIFs. In normal operation,
traffic flows over only one of the multimode VIFs, but, in the event of an interface or a switch failure, the
storage controller moves the network traffic to the other multimode VIF. For more information on the
different types of VIFs, refer to the “Data ONTAP Network Management Guide” available at the NetApp

Support site.

Figure 8) Second-level single-mode or multimode VIFs.

Switch 1 Switch 2
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MultiTrunk 1 MultiTrunk 2

iSCSI Traffic Security

NetApp storage controllers also allow the restriction of the iISCSI protocol to specific interfaces and/or
VLAN tags. These simple configuration settings have an enormous effect on the security and availability
of IP-based host disks.

Ethernet Switch Connectivity

An IP storage infrastructure provides the flexibility to connect to storage in different configurations,
depending on the needs of the environment. A basic architecture can provide a single nonredundant link
to a physical disk, suitable for storing ISO images, or various backups. A redundant architecture, suitable
for most production environments, has multiple links, providing failover for switches and network
interfaces. Link-aggregated and load-balanced environments make use of multiple switches and
interfaces simultaneously to provide failover and additional overall throughput for the environment. Some
Ethernet switch models support “stacking,” in which multiple switches are linked by a high-speed
connection to allow greater bandwidth between individual switches. A subset of the stackable switch
models supports “cross-stack EtherChannel” trunks, in which interfaces on different physical switches in
the stack are combined into an 802.3ad EtherChannel trunk that spans the stack. The advantage of
cross-stack EtherChannel trunks is that they can eliminate the need for additional passive links that are
accessed only during failure scenarios in some configurations.
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NetApp Fibre Channel Storage Networking

Best Practices

¢ NetApp recommends that the storage controllers have two or more target ports configured to two
separate fabrics to make multiple paths available to the Oracle VM Servers.

¢ Have at least two FC HBA ports available for storage connectivity paths on the Oracle VM Server.

Fibre Channel Multipathing Option in 7-Mode

NetApp clustered storage systems have an option known as cluster failover mode (cfmode) that defines
how Fibre Channel ports behave during failover in an active-active configuration. Selecting the right
cfmode is critical to having your LUNs accessible and optimizing your storage system's performance in
the event of a failover. If you deploy storage solutions that provide storage for an Oracle VM environment,
NetApp strongly recommends that the cfmode be set to single system image (SSI) because this provides
LUNSs with accessibility across all storage ports. NetApp also strongly recommends using Data ONTAP
version 7.3 or higher for 7G and 8.0 or higher for 7-Mode.

To verify the current cfmode using the NetApp console, complete the following steps.

1. Log in to the NetApp console using either SSH, telnet, or the console connection.
2. Type:

’fcp show cfmode

3. If cfmode needs to be changed to SSI, type:

’priv set advanced

4. Type:

’fcp set cfmode <mode type>

For more information about the different cfmodes available and the impact of changing a cfmode, refer to
section 8 in the “Data ONTAP Block Management Guide.”

Oracle VM IP Network Configuration

Best Practices

¢ Bond multiple NICs in the OVM Server for the IP storage access path.
e Use separate bonded NIC groups for IP storage access and server management.

Oracle VM includes the same native bonding module that is common across all Enterprise Linux 5.x
distributions. The native bonding can be implemented in many fashions as indicated by the “mode” in the
configuration file. Three of the common values of mode used are:

e From OVM 3, Mode 0 - balance-rr. Round-robin policy not supported and model (Linux
active/standby), mode4 (802.3ad), and mode6 (Linux balance-alb) are supported.

e Mode 1 - active-backup - Active-backup policy. Only one slave in the bond is active. A different
slave becomes active if and only if the active slave fails. The bond's MAC address is externally visible
on only one port (network adapter) to avoid confusing the switch. It's the default mode.

e The 802.3ad policy (mode 4) is the preferred mode for Oracle VM, but this requires specialized
connectivity (all interfaces in the same bond/aggregate must be connected to the same switch) and
configuration on the switches (LACP/EtherChannel).

Steps for Creating Network Bonding in OVM Server

To create a network binding in the OVM Server, complete the following steps.
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Step Description Action

Inthe /etc/xen/xend-config.sxp Oracle VM config file, comment out the
1 Disable Xen script. | network startup script:
# (network-script network-bridges)

Create a bond device - bond0 and enslave two NIC adapters.

Create a bond0 device file under /etc/sysconfig/network-scripts/
named ifcfg-bond0

Configure System Ifcfg-bond0

Network Interface DEVICE=bond0

ONBOOT=yes

USERCTL=no

BRIDGE=xenbr0

Create a ifcfg-xenbr0 file under /etc/sysconfig/network-scripts/
Ifcfg-xenbrO

DEVICE=xenbr0

TYPE=Bridge

IPADDR=XX.XX.XX.XX

NETMASK=XX.XX.XX.XX

NETWORK=XX.XX.XX.XX

BROADCAST=XX.XX.XX.XX

ONBOOT=yes

Enslave devices eth0 and ethl to the bondO device.
Ifcfg-ethO

DEVICE=ethO

ONBOOT=yes

MASTER=bond0

SLAVE=yes

USERCTL=no

Ifcfg-ethl
DEVICE=ethl
ONBOOT=yes
MASTER=bond0
SLAVE=yes
USERCTL=no

Inthe /etc /modprobe.conf configuration file add the following lines:
alias bond0 bonding

options bonding miimon=100 mode=1 primary=eth<n>

Where eth<n> can be replaced with either eth1 or eth0 depending on which
adapter we want to use as the primary.

For an OVM Server pool/cluster with m number of OVM Servers connected to
the NetApp storage through two network switches (corresponding to eth0 and
eth1l), on one-half of the servers (m/2) use eth0 as the primary device and on
the other half use ethl as the primary device.

Bond Configuration
in the System
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Network Flexibility/Portability

NetApp VIFs support multiple IP addresses per SVM and you can maintain individual IP addresses for
storage-related resources on a per-pool basis. For example, if a single Oracle VM Manager controls three
server pools, the NetApp VIF would have a canonical IP/host name and three additional IPs/host names
such as mynfspooll-nfs, mynfspool2-nfs, and mynfspool3-nfs. The NFS pool file systems and repositories
for each pool would use a unique IP/host name for those storage objects related to each individual pool
(PoolFS and repositories). This would allow the storage resources for a single pool to be relocated to
another storage controller without affecting the other two server pools.

Best Practice

The storage repositories created through NFS can be shared between multiple server pools, which
provide Oracle VM Guest resources such as ISO images, templates, and assemblies that can be
shared across multiple server pools.

3.3 NetApp Storage Provisioning Best Practices for Oracle VM Server

Aggregates

An aggregate is NetApp’s virtualization layer, which abstracts physical disks from logical datasets that are
referred to as flexible volumes. Aggregates are the means by which the total IOPS available to all of the
physical disks are pooled as a resource. This design is well suited to meet the needs of an unpredictable
and mixed workload.

Best Practices

NetApp recommends that, whenever possible, a small aggregate be used as the root aggregate. This
aggregate stores the files required for running and providing GUI management tools for the FAS
system.

The remaining storage should be placed into a small number of large aggregates. The overall disk 1/0
from Oracle VM environments is traditionally random by nature, so this storage design gives optimal
performance because a large number of physical spindles are available to service I/O requests.

On smaller FAS arrays, it may not be practical to have more than a single aggregate, due to the
restricted number of disk drives on the system. In these cases, it is acceptable to have only a single
aggregate.

Flexible Volumes

Flexible volumes contain either LUNs (FC or iSCSI) or virtual disk files that are accessed by Oracle VM
Servers.

Best Practice

NetApp recommends one-to-one alignment of the Oracle VM storage repository to flexible volumes.

This design offers an easy means to understand the Oracle VM storage repository layout when viewing
the storage configuration from the FAS array. This mapping model also makes it easy to implement
Snapshot backups and SnapMirror replication policies at the Oracle VM storage repository level,
because NetApp implements these storage-side features at the flexible volume level.
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Snapshot Reserve

NetApp flexible volumes should be configured with the snap reserve set to 0 and the default Snapshot
schedule disabled. NetApp Snapshot copies are covered in detail in section 3.6.

To set the volume options for Snapshot copies to the recommended setting, enter the following
commands in the FAS system console.

e For 7-Mode:

snap sched <vol-name> 0 0 O
snap reserve <vol-name> 0

e For clustered Data ONTAP:

volume modify -vserver <vservername> -volume <volumename>
-percent-snapshot-space 0 -fractional-reserve 0 -read-realloc on -snapshot-policy none
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Storage Provisioning
Figure 9 depicts the high-level architecture of provisioning NetApp storage to Oracle VM Servers.

For an end-to-end example of provisioning NetApp storage to the Oracle VM Server for all three
protocols—NFS, FC, and iSCSI—refer to section 4.1.

Figure 9) Storage provisioning.
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Recommendations for Effectively Using Volume Separation

Best Practices

¢ Never combine the pool file systems (NFS, iSCSI, or FCP) from multiple pools into a single
volume. Overallocation of space in one server pool can cause other unrelated server pools to fail. If
you fill a volume 100%, the pool file system residing in that volume will stop functioning, which will
reboot all servers in the pool and then fail to start any Oracle VM Guests. So, if you have a single
volume containing the pool file system for multiple server pools, then all of the server pools will be
affected the same.

o Create a separate volume for each server pool to contain a single pool file system and any
gtrees/LUNSs used for repositories.

e Do not attempt to create a storage repository for each individual Oracle VM Guest. This is not a
scalable solution and dramatically limits the number of virtual machines managed in a single server
pool.

3.4 Oracle VM Storage Best Practices—Create, Import, Live Migrate

VM Creation (NFS)—3.2.x
1. Create and start a VM from the template:

OvM> list vm

Command: list vm

Status: Success

Time: 2013-12-10 11:28:41,928 EST

Data:
1d:0004£fb00000600004153be5456636d62 name:tvml
1d:0004£fb00000600009307cb973a7¢c8c09 name:VM1
1id:0004£fb0000140000cefd404£83bb5c2a name:0VM EL5U5 X86 64 PVM 10GB.tgz

OVM> list serverpool

Command: list serverpool

Status: Success

Time: 2013-12-10 11:28:45,791 EST

Data:
1id:0004fb0000020000345b9%946c0aa210d3 name:NetAppCDOT NFS_ServerPool

OVM> clone vm name=0OVM EL5U5 X86 64 PVM 10GB.tgz destType=Vm destName=TemplateVM

serverPool=NetAppCDOT NFS ServerPool

Command: clone vm name=O0VM EL5U5 X86 64 PVM 10GB.tgz destType=Vm destName=TemplateVM

serverPool=NetAppCDOT_NFS_ServerPool

Status: Success

Time: 2013-12-10 11:31:47,361 EST

Data:
1d:0004£fb0000060000cc16548b15f1d3c3 name:TemplateVM

ovM>

OVM> list vm

Command: list wvm

Status: Success

Time: 2013-12-10 11:33:25,189 EST

Data:
1d:0004£fb0000060000ccl6548b15f1d3c3 name:TemplateVM
1d:0004£fb00000600004153be5456636d62 name:tvml
1d:0004£fb00000600009307cb973a7¢c8c09 name:VM1
1d:0004£fb0000140000cefd404£83bb5c2a name:0VM EL5U5 X86 64 PVM 10GB.tgz

ovM>

2. Add the networking to the virtual machine:

OVM> add Vnic name=00:21:£6:00:00:07 to Vm name=TemplateVM
Command: add Vnic name=00:21:£6:00:00:12 to Vm name=TemplateVM
Status: Success

Time: 2013-12-10 13:51:11,919 EST

ovM>

OVM> edit Vnic name=00:21:£6:00:00:07 network=10.61.173.0
Command: edit Vnic name=00:21:£6:00:00:12 network=10.61.173.0
Status: Success
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Time:
ovM>

2013-12-10 13:58:55,618 EST

3. Start the virtual machine:

OVM> start Vm name=TemplateVM

Command: start Vm name=TemplateVM
Status: Success
Time: 2013-12-10 14:01:56,993 EST

ovM>

VM Creation (SAN)—3.2.x

To create a VM and to use the thin-clone procedure, refer to section 4.3, “Configuring FC Shared Storage

and VM Operations on Oracle VM Server.”

VM Live Migration Using NetApp Shared Storage

Virtual machines residing on shared OVM Server repositories created on NetApp storage can be live
migrated from one OVM Server to another using Oracle VM Manager or from the Oracle VM Server
command line. Both the OVM Servers need to be inside the same OVM Server pool.

From OVM Manager—OVM 3.2.x

Select the VM to be migrated, then right-click and select Migrate or click the Migrate icon. Select the

target-compatible OVM Server and click Confirm.

View v | Perspective: VitualMachines [v] 2 X P B @oy 2 O G I 8 & & B @ | [Namer
i i - i i i Migrate Virtual Machine: TemplateVM
|Name |Status  |Tag(s) |EventSeverity |Server |Max. Memory (MB) |Memory (MB) |Max. Proce & mio - : P
L CloneVM1 Running Normal stin200s-45 2048 2048 2 | Selectatargetto migrate to
L CloneVM2 Running Normal stin200s-45 2048 2048 2 |
L ClonevM3 Running Normal stin200s-45 2048 2048 2 Unassigned Virtual Machines Folder
L CloneVMd Running Normal stin00s-45 2048 2048 2 @ Compatible Server SInG0086-131 =l
V TemplateVM Running Normal stin200s-45 2048 2048 2 Server Pool
JEdt.. Server Poo NetApp_CDOT_NFS_Serve
Configuration -+ Networks > Disks
i 2 Xoziete (@ Running Virtual Machines must be migrated to a valid server
Name: TemplateVM Memory (MB): 2048 P start
Status: Running Processor Cap: 100 @ stop
Operating System: None Priority: 50 ClLaunch Coil 7 why don't | see other servers to migrate to?
Keymap: en-us Mouse Type: Default 2 Restart Name |Description
Max. Processors: 2 Domain Type: Xen PVM Ol 7 stin2005-45
Processors: 2 Start Policy: Use server pool G’S a i
Max Memory (M) 2048 High Availability No uspen Reason: VM: TemplateVM, is already on the destination server: sti200s-45
D: 00040C 913360 — -
Domain ID: 3 & Migrate...
Origin: [http://10.61.173.176/OVM_EL5U5_X86_64_PVM_10GB.tgz] Clone or Move...
Description: Import URLs: [hitp#/10.61.173.176/0VM_ELSU5_X86_64_PVM_10GB.tgz] %I.‘Ianage Clone Customizers...

& Send VM Messages...
g Display Events...

From the Oracle VM Server 2.x and 3.x CLI

Enter one of the following commands:

xm migrate <vmname/Domin ID> <destination-OVM-Server> --live

Or:

OVM> migrate Vm name=TemplateVM destServer=stlrx300s6-131
Command: migrate Vm name=TemplateVM destServer=stlrx300s6-131

Status: Success

Time: 2013-12-10 16:53:18,003 EST

ovM>
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3.5 Increasing Storage Utilization Using Deduplication, Thin Cloning, Thin
Provisioning

Deduplication

One of the most important features of Oracle VM is its ability to rapidly deploy new virtual machines from
stored VM templates. A VM template includes a VM configuration file and one or more virtual disk files,
which include an operating system, common applications, and patch files or system updates. Deploying
from templates saves administrative time by copying the configuration and virtual disk files and registering
this second copy as an independent VM. By design, this process introduces duplicate data for each new

VM deployed.
Figure 10 shows an example of typical storage consumption in a normal Oracle VM deployment.

Figure 10) Traditional array.
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Deduplication technologies from NetApp assist Oracle VM deployments in eliminating duplicate data in
their environment, enabling greater storage utilization on the production environment.

NetApp deduplication technology enables multiple virtual machines in an Oracle VM environment to share
the same physical blocks on storage. Deduplication can be seamlessly introduced into a virtual
infrastructure without having to make any changes to the Oracle VM administration, practices, or tasks.
Figure 11 shows an example of the impact of deduplication on storage consumption in an Oracle VM
deployment.
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Figure 11) NetApp FAS array.
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Deduplication is enabled on a volume; the amount of data deduplication realized is based on the
commonality of the data stored in a deduplication-enabled volume.

Best Practice

To leverage the largest storage savings when using deduplication, NetApp recommends grouping
similar operating systems and similar applications into the same deduplication-enabled volumes.

Deduplication Considerations with iSCSI and FC LUNs

Storage savings are apparent if deduplication is enabled while provisioning LUNs. However, the default
behavior of a LUN is to reserve an amount of storage equal to the provisioned LUN. This design means
that although the storage array reduces the total amount of capacity consumed, any gains made with
deduplication are, for the most part, unrecognizable, because the space reserved for LUNSs is not
reduced.

To benefit from the storage savings of deduplication with LUNSs, a LUN must be thin provisioned. NetApp
thin provisioning is covered later in this section.

In addition, although deduplication reduces the amount of consumed storage, this benefit is not seen
directly by the Oracle VM administrative team. This is because their view of the storage is at a LUN level,
and LUNSs always represent their provisioned capacity, whether they are traditional or thin provisioned.

Deduplication Considerations with NFS

Unlike with LUNs, when deduplication is enabled with NFS, the storage savings are both immediately
available and also recognizable by the Oracle VM administrative team. No special considerations are
required for its usage.

Best Practice

For NetApp deduplication best practices, including scheduling and performance considerations, refer to
TR-3505: NetApp Deduplication for FAS and V-Series Deployment and Implementation Guide.
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For a step-by-step procedure for applying NetApp deduplication to Oracle VM Server repositories, refer to
section 4.3.

NetApp Thin Provisioning

Oracle VM provides an excellent means to increase the hardware utilization of physical servers. By
increasing hardware utilization, the amount of hardware in a data center can be reduced, thus lowering
the cost of data center operations. In a typical Oracle VM environment, the process of migrating physical
servers to virtual machines does not reduce the amount of data stored or the amount of storage
provisioned. By default, server virtualization does not have any impact on improving storage utilization
(and, in many cases, it may have the opposite effect).

In traditional storage provisioning, the storage is already allocated and assigned to a server, or, in the
case of an Oracle VM, a virtual machine. It is also common practice for server administrators to
overprovision storage to avoid running out of storage and avoid the associated application downtime
when expanding the provisioned storage. Although no system can be run at 100% storage utilization,
there are methods of storage virtualization that allow administrators to oversubscribe storage in the same
manner as with server resources (such as CPU, memory, networking, and so on). This form of storage
virtualization is referred to as thin provisioning.

Thin provisioning provides storage on demand; traditional provisioning preallocates storage. The value of
thin-provisioned storage is that the storage is treated as a shared resource pool and is consumed only as
each individual VM requires it. This sharing increases the total utilization rate of storage by eliminating the
unused but provisioned areas of storage that are associated with traditional storage. The drawback of thin
provisioning and oversubscribing storage is that (without the addition of physical storage), if every VM
requires its maximum possible storage at the same time, there will not be enough storage to satisfy the
requests.

It is important to note that the benefits of NetApp thin provisioning can be realized across all kinds of
shared storage repositories in an Oracle VM environment; that is, NFS, iSCSI, and FC.

Best Practices

e If using NFS storage, NetApp flexible volumes are thin-provisioned by default. No extra
configuration steps are necessary.

¢ When using iSCSI or FC storage, make sure that the Space Reserved checkbox in the LUN wizard
is not selected.

¢ When enabling NetApp thin provisioning, also configure the storage management policies on the
volumes that contain the thin-provisioned LUNs. These policies aid in providing the thin-provisioned
LUNSs with storage capacity as they require it.

The important policies are automatic sizing of a volume, automatic Snapshot copy deletion, and
LUN fractional reserve.

Volume Autosize is a policy-based space-management feature in Data ONTAP that allows a volume to
grow in defined increments up to a predefined limit if the volume is nearly full. For Oracle VM
environments, NetApp recommends setting this value to ON. Doing so requires setting the maximum
volume and increment size options. To enable these options, complete the following steps.
1. Log into the NetApp console.
2. Set the volume autosize policy.

— For 7-Mode, enter:

vol autosize <vol-name> [-m <size>[k|m|g|t]] [-1 <size>[k|m|g|t]] on

—  For clustered Data ONTAP, enter:

vol autosize -vserver <vservername> -volume <volname> -maximum-size <size> [KB|MB|GB|TB|PB] -
increment-size <size> [KB|MB|GB|TB|PB]} -mode grow
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vol autosize <volname>
example:

TESO::> volume autosize -vserver vs2 dnfs rac -volume ovm nfs repository -maximum-size 500GB -
increment--mode grow

-increment-size -increment-percent
TESO::> volume autosize -vserver vs2 dnfs rac -volume ovm nfs repository -maximum-size 500GB -
increment-size 10GB -mode grow
vol autosize: Flexible volume "vs2 dnfs rac:ovm nfs repository" autosize settings UPDATED.

Volume modify successful on volume: ovm nfs repository

TESO::> volume autosize -vserver vs2 dnfs rac -volume ovm nfs repository

Volume autosize is currently ON for volume "vs2 dnfs rac:ovm nfs repository".

The volume is set to grow to a maximum of 500g in increments of 10g when the volume used space is
above 90%.

Volume autosize for volume 'vs2 dnfs rac:ovm nfs repository' is currently in mode grow.

TESO: :>

Snapshot Autodelete is a policy-based space-management feature that automatically deletes the oldest
Snapshot copies on a volume when that volume is nearly full. For Oracle VM environments, NetApp
recommends setting this value to delete Snapshot copies at 5% of available space. In addition, you
should set the volume option to have the system attempt to grow the volume before deleting Snapshot
copies. To enable these options, do the following.

1. Log into the NetApp console.
2. Set the Snapshot copy autodelete policy and modify the volume autodelete policy.
— For 7-Mode, enter:

snap autodelete <vol-name> commitment try trigger volume target free space 5 delete order
oldest first
vol options <vol-name> try first volume grow

—  For clustered Data ONTAP, enter:

TESO::> snapshot autodelete modify -vserver <vservername> -volume <volumename> -enabled true -
commitment try -delete-order oldest first -target-free-space 5% -trigger volume

TESO::> volume modify -vserver <vservername> -volume <volumename> -space-mgmt-try-first
volume grow

Example:

TESO::> volume snapshot autodelete modify -vserver vs2 dnfs rac -volume ovm nfs repository -
enabled true -commitment try -delete-order oldest first -target-free-space 5% -trigger volume

Volume modify successful on volume: ovm nfs repository
TESO::>

TESO::> volume modify -vserver vs2 dnfs_rac -volume ovm nfs repository -space-mgmt-try-first
volume grow

Volume modify successful on volume: ovm nfs repository

TESO: :>

LUN Fractional Reserve is a policy that is required when you use NetApp Snapshot copies on volumes
that contain Oracle VM LUNSs. This policy defines the amount of additional space reserved to guarantee
LUN writes if a volume becomes 100% full. For Oracle VM environments in which Volume Auto Size
and snapshot Auto Delete are used, NetApp recommends setting this value to 0%. Otherwise, leave
this setting at its default of 100%. To enable this option, do the following.

1. Log into the NetApp console.
2. Setthe volume Snapshot fractional reserve.
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— For 7-Mode, enter:

vol options <vol-name> fractional reserve 0

— For clustered Data ONTAP, enter:

TESO::> volume modify -vserver <vservername> -volume <volname> -fractional-reserve 0%
Example:
TESO::> volume modify -vserver vs2 dnfs rac -volume ovm nfs repository -fractional-reserve 0%

Volume modify successful on volume: ovm nfs repository

TESO::>

NetApp Virtual Cloning—Volume-, LUN-, and File-Level Cloning

Virtual cloning technologies from NetApp can be used for rapidly provisioning zero-cost Oracle VM virtual
machine clones.

Different flavors of virtual cloning technology are available from NetApp: volume-level cloning (or
FlexClone® volumes), LUN-level cloning, and file-level cloning.

Best Practices

¢ Depending on the requirement and necessity, decide the design of the cloning methodology
(volume, LUN, or file level) and other NetApp technologies (such as deduplication) to be applied.
There are many possibilities for achieving the same end result.

e File-level cloning can be used only if the cloned VMs need to reside on NFS storage repositories.

e While using file-level cloning, make sure that the source/golden VM from where the clones are to
be created does not share any blocks with others.

Figures 12 and 13 depict some common ways of using NetApp thin-cloning technologies with Oracle VM
Server for an NFS storage repository. For the step-by-step process, refer to section 4.2.

Figure 12) Thin-cloning deployment with Oracle VM Server.
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Figure 13) Thin—cloning deployment with Oracle VM Server.
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3.6 Disk-Based Snapshot Backups for Oracle VMs Using NetApp Snapshot and
SnapRestore

NetApp Snapshot technology can be used to back up and restore the virtual machines, their virtual disks,
and Oracle VM Server repositories residing on NetApp shared storage. It can be accessed using any
protocol: NFS, iSCSI, or FC.

Note that the Snapshot backup of the OVM Server repositories, virtual machine, and their virtual disks
residing on NetApp storage (NFS, iSCSI, or FC) will be crash consistent.

NetApp SnapManager® technology along with SnapDrive® technology can be used to create application-
consistent backups of the applications running inside the virtual machines. NetApp provides
SnapManager products for several enterprise applications and databases, including Oracle, Microsoft®
Exchange, MS SQL, SAP®, and so on.

To create a crash-consistent backup of an Oracle VM Server repository, complete the following steps.

1. Consider that an NFS volume from a NetApp FAS system has been mounted as a repository in the
OVM Server (3.2.X).

OVM> show filesystem name=nfs:/ovm nfs repository
Command: show filesystem name=nfs:/ovm nfs repository
Status: Success
Time: 2014-01-06 15:43:01,114 EST
Data:

Name = nfs:/ovm nfs repository

Id = 308864d5-6d32-4e89-a24b-1df2a8748509

Total Size (GiB) = 76.0

Free Size (GiB) = 67.48
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Used Size (GiB) = 8.519999999999996
Used % = 11.0
Refreshed = Yes
Path = 10.63.164.18:/ovm_nfs_repository
Repository 1 = 0004£fb0000030000c6cfa8adl5£46620 [NetApp CDOT NFS Repository]
FileServer = 0004fb00000900003£f183c8b8b%e99f2 [vs2 dnfs rac]
ovM>

2. Create a Snapshot copy of the volume in the NetApp FAS system using NetApp OnCommand®
System Manager, the FilerView® tool, or the CLI.

To recover the virtual machines on this volume, you can mount this Snapshot copy and recover the
individual VM images.

Additionally, the Snapshot technology can be seamlessly integrated with the NetApp SnapMirror
solution for disaster recovery solutions.
Restoring Virtual Machine Image Files or Virtual Disks Using SnapRestore

NetApp’s snap restore command can be used either from NetApp System Manager, FilerView, or the
CLI for restoring any virtual disks or images of a virtual machine.

snap restore -f -t file -s <Snapshot copy name> /vol/<volume name>/running pool/<VM
directory>/<Virtual Disk file>

An example of the above command that uses a Snapshot copy named “OVMNFSSNAPSHOT” is as
follows:

snap restore -f -t file -s OVMNFSSNAPSHOT
/vol/OVM _NFS/running pool/OVM EL5U2_X86_ 64 ORACLE11G_PVM1/System.img

Single-File Restore Using UFS Explorer

UFS Explorer is a licensed utility that can be used to browse the contents of the virtual disk (such as
System. img). Any lost file inside the virtual disk can then be copied for use with UFS Explorer.

Figure 14 shows the contents of a System. img file (root file system of a DomU) using UFS Explorer.

Figure 14) Contents of the system.img file.

i UFS Explorer ¥3.15.3 - Professional Recovery

Eg Compuker
-3 HDDO: Fixed SCSI Virtual disk,  drive . File Folder 0z2.09,2009 23:51:13
@ NTFS file system (7,98 GE partitio File: Folder 11.12,2008 04:28: 16

43 system.img Fill: Folder 10,06, 2008 07:25:28
@ Exkz{3 file system (0,09 GB partitic

G Urknawn file system (12,90 GB pa

File folder 12.01.2009 07:25:54
File folder 02.09,2009 23:52:10
File folder 07.09.2009 00:34:07
File: folder 10.06.2008 07:47:41
File folder 17.05.2009 05:04:54
File folder 11,12 2006 04:27:59
File: folder 15.07 2009 08:03:49
File: folder 10.06. 2008 07:24:58
File folder 21.04,2003 10:34:08
File folder 22.05,2008 07:54:29
File folder 21.04.2008 10:34:08
File folder 10.06.2008 07:42:28
File: folder 02.,09.2009 01:21:09
File: folder 02.,09.2009 01:21:09
File folder 02,09,2009 01:21:09
File folder 30.08.2009 10:20:15
File: folder 16.07 2009 05:07:11
File folder 16.07,2009 05:07:17
File folder 16.07.2009 20:43:04
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3.7 Disaster Recovery of an OVM Virtual Infrastructure Using NetApp
SnapMirror

For disaster recovery of an entire Oracle VM infrastructure hosted on NetApp storage, NetApp SnapMirror
can be used.

For more information on NetApp SnapMirror, refer to the Data Protection Online Backup and Recovery
Guide.

Figure 15 shows a typical NetApp SnapMirror deployment with Oracle VM.

Figure 15) SnapMirror deployment with Oracle VM.
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Best Practices

¢ NetApp SnapMirror Async best practices: TR-3446: SnapMirror Async Overview and Best
Practices Guide

o NetApp SnapMirror Sync and Semi-Sync best practices: TR-3326: SnapMirror Sync and
SnapMirror Semi-Sync Overview and Design Considerations

3.8 Designing a Highly Available OVM Virtual Infrastructure Using OVM HA and
MetroCluster

Using Oracle VM HA and NetApp MetroCluster in conjunction can lead to an end-to-end highly available
virtual infrastructure.

For more details on NetApp MetroCluster ™" technology, refer to the NetApp Active-Active Configuration
Guide.

Figure 16 shows a typical NetApp MetroCluster deployment with Oracle VM HA.
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Figure 16) Stretch MetroCluster.
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Figure 17) Fabric MetroCluster.
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Best Practices

NetApp MetroCluster best practices: http://media.netapp.com/documents/tr-3548.pdf.

4 Sample Implementations and Best Practices

This section describes sample implementation and also provides best practice recommendations such as
provisioning, configuration, deduplication, and thin cloning in OVM with a NetApp storage controller in 7-
Mode and clustered Data ONTAP.

4.1 Provisioning Storage for Clustered Data ONTAP and 7-Mode

Creating an Aggregate in Clustered Data ONTAP

To configure an aggregate in clustered Data ONTAP, complete the following steps.
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1. From NetApp OnCommand System Manager, click Cluster > Storage > Aggregates > Create.
2. Enter the aggregate name and select Dual Parity as the RAID type.

Create Aggregate Wizard
Aggregate Details
Specify aggregate name, RAID type and other properties if applicable]
Aggregate Mame: |aggy’4gvm
Resiliency

RAID Type: RAID-DP -

3. Select the Node (Storage Controller, Disk Selection) and Create Aggregate.

Create Aggregate Wizard

Aggregate Details

Volume Count Disk Count Status
Aggregate Name: agar4ovm
1 3 © anline
Aggregate Name: aggrdovm Node: TEEIAY 1 3 @ online
. . Disk Details 2 3 @ online
Disk Details Effective Disk Type:  SAS 4 5 @ online
MNode: TES0-17 Disks To Add: 0 (Used: 23, spare: 0) @ " 3 @ online
Effective Disk Type: SAS Total Capadity : 12.28 TB Advanced 1 & O anline
o RAID Details x
Tel bout "Effective Disk T
CapactyDisks: 23 (12.28 TB) A e e |
o oo T
Tell me more about "Effective Disk Type RAID Type: g RAID Group Size: 16 -
RAID Details FipEmpt 1D M RAID Group Layout:
RAID Type: RAID-DP
Data RAID Groups
RAID Group Size: 16 190 (16 Disks): BB DDODDDDDEDEEN
11 (7 Disks): DODBSEE
Create Aggregate Wizard

Aggregate "aggrdovm” created successtully.

Creating an Aggregate in 7-Mode

Note: The following screenshots are based on the previous version of NetApp System Manager. Use
the latest NetApp OnCommand System Manager as you would for storage provisioning with
clustered Data ONTAP in the previous section.

1. From NetApp System Manager, start the Create Aggregate Wizard.
2. Set dual parity as the RAID type and make disk selection automatic.
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Create Aggregate Wizard ﬂ

Name And RAID Details "

Enter aggregate name, RAID type and disk selection parameters.
agreg yp p NotAnn

Agaregate name: Iaggr'l

RAID type:

& Dual parity [recommended]
 RAID 4

Tell me more about BAID types

Digk gelection
& Allow spstem bo select disks automatically based on the required agaregate size

© Manually select disks

Dizk type:

3. Select the size of the aggregate depending on the number of disks.

Create Aggregate Wizard il
Aggregate Size “
Choose the usable size.
MetApp

rou have 14 zpare digks to create an aggregate of size between 119.53 GB and 1.28 TB. Chooze the
size of the aggregate.

Minimum size; 11953 GB Maximum size: 1.28 TH

Mo of disks: 1 Usable size: 1.05TE

4. Commit the selection to complete the aggregate creation process.

Create Aggregate Wizard ﬂ

Aggregate Summary "
Fieview the summary befare creating your aggregate. N
etapp

The following tazks will be performed when vou startthe process:

Aggregate name: agagrl

|»

RAID type: RAID DP
Dizk tvpe: FCaL ar 545
Disk count: 11

Usable size: 1.05TB
Total size: 117 TE

Disk details: w
0d.28 (133.89 GB. FCal, 10000 RPh)
0d.28 (133.89 GB, FCaL, 15000 RPR)
0d.36 (133.89 GB. FCAL 15000 RPR)
0d.25 (133.89 GB. FCal, 10000 RPh)
Nd 237133 89 GR FCAL 10000 RBP4 LI
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4.2 Configuring NFS Storage on Oracle VM Server

Configuring NFS Storage in Clustered Data ONTAP

Figure 18 shows an overview of the steps required to configure NFS storage on Oracle VM Server in a
clustered Data ONTAP environment.

Figure 18) Configuring NFS storage on Oracle VM Server in clustered Data ONTAP.

¥

sign it to the volume

Step 3: Mount volume in the storage controller

Step 4. Create a server pool and storage repository

=

Step 5; Mount the junction path/volume in OVM Server

Step 1: Create Volume
From NetApp OnCommand System Manager, create the volume for the NFS storage repository.

Create Volume

General Storage Efficiency

i Mame: |mrm_m’a:_repc»sitcrr},r
{ | Aggregate: |aggr40\rm Choose
|| storage Type

@ MAS (Used for CIFS or NFS access)
() SAN (Used for FC/FCoE or i5CSI access)

) Data Protection (Used as destination volume)

1 Size

| Total Size: |30 |GB ¥
| Snapshot Reserve (9%): 5 i]‘

: Data Space: 70 GB

| Snapshot Space: 4 GB

Thin Provisioning

[ Thin Provisioned

Step 2: Create an Export Policy
1. Create a policy with the required permission, protocol, and network access.
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Create Export Rule x

I | Client Specification: 10.61.173.0/24

Access Protocols

v | B AddRule | B Modify Rule X 1 [ cirs
, Create Export Policy NFS
) [C] Flexcache
Policy Name: ovm_nfs_policy
Cuw Rules from
Allow Read Only access
VServer: z2 dnfs
= Any
Source Policy:
Allow Read-Write access
Rules Any

Client Spedification  Access Proto.. Allow Superuser access
Any

Cancel

Create Cancel
2. Assign the export policy to the volume.
ovm_nfs_repository ovm_nfs_repository default
FCP
R = Change Export Policy b4
% vs2_dnfs_rac_mml_11g_sv_src3_vaut vs2 ¢
“§ vs2_dnfs_rac_mml_11g_sm_src_dp3_data_protection  vs2_ ¢ volume Mame: ovm_nfs_repository
& TAG20130219T164215_MetApp GDB_SNAP TYPE_Opo TAG2 Junction Path: Jovm_nfs_repository
& TAGZ20130212T112701_NetApp_SDB_SNAP_TYPE_Obo' TAG2 )
Export Policy: | ovm_nfs_paolicy M

5 TAG20130212T105226_NetApp_SDE_SNAP_TYPE_Obo TAG2
£ TAG20130131T093533_NetApp_TESTSOL _HOURLY_05 TAG2
- TAG20130131T091400_NetApp_TESTSOL_HOURLY_05 TAG2

¥ solclusterdbi soldu | Change | Cancel

% pdbS4_cl data pdb5 _

Step 3: Mount the Volume in the Storage Controller

Mount the volume in storage using the CLI or NetApp OnCommand System Manager by entering the
following command.

TESO::> mount -vserver vs2 dnfs rac -volume ovm nfs repository -junction-path /ovm nfs repository
(volume mount)

Note: Follow the same procedure for the server pool as you would for storage repository volumes such
as volume create. Use the exported policy and mount the volume in storage.

Step 4: Create a Server Pool and Storage Repository
1. Create a server pool using OVM Manager and the storage repository from the CLI.
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In OVM Manager, navigate to Home > Servers and VMs > Server Pools. Right-click the Create
Server Pool option.

PB# Create a Server Pool { Create a Server Pool

c Server Poo me: FS_SP1
?Creale Server Pool * Server Pool Name NFS_SP1 Create Server Pool ver Pool Nam IFS_S
* Wirtual IP Address forthe Pool: 10.61.173.180 Add Virtual IP Address for the Pool 73
VM Console Keymap: en-us (English, United States) E‘ VM Console Keymap en-us (English, United State:
/M Start Policy: Starton best server =] VL Start Palicy: Start.onbhaslsener
Message
[[] Secure VM Migrate
P ;
Hypervisor Type OVMIXen E‘ Creating a Server Pool, please wait .
[¥] Clustered Server Pool
Timeout for Cluster: 120 [3]Seconds Timigoutor Cluster: 120
Storage for Server Pool: (@) Metwork File System (7) Physical Disk Storage for Server Pool: @ Netwo
Select volu
* Storage Location Q Storage Location:
Description Create a Server Pool: Select Network File System g0 Senerbapl for NES
Network File Server: |vs2_dnfs_rac || Name Filter: Go

Name Size (G\B)| ’:’“(g:ge]‘ Refresned|Pam

nfs-Jovm_vol 475 475  Yes 106316418 7ovm_vol CreafelfieEEEN

nfs:/ovm_nfs_repository 76.0 76.0 Yes 10.63.164.18:/ovm_nfs

nfs:lovm_nfs_serverpool 57.0 57.0 Yes 410.63.164.18:/ovm_nfs

2. Create an NFS storage repository from the CLI or by using OVM Manager.

OVM> create Repository name=NetAppCDOT NFS Repository filesystem=nfs:/ovm nfs repository
Command: create Repository name=NetAppCDOT NFS Repository filesystem=nfs:/ovm nfs repository
Status: Success
Time: 2013-12-09 16:48:13,576 EST
Data:

1d:0004£fb0000030

Step 5: Mount the Junction Path/Volume in OVM Server

Although not a best practice, to mount the volume manually on the Oracle VM Server, add the following
line to the /etc/fstab file.

10.63.164.18:/ovm_nfs repository /OVS/Repositories/0004fb0000030000c6cfa8adl5f46620 nfs
rw,vers=3,rsize=65536,wsize=65536,hard, proto=tcp,timeo=600 0 O
10.63.164.18:/ovm_nfs_serverpool /nfsmnt/5b474bd3-da%a-4157-8b72-7a7c%9ad28fc3 nfs
rw,vers=3,rsize=65536,wsize=65536,hard, proto=tcp, timeo=600 0 0O

Configuring NFS Storage on Oracle VM Server in 7-Mode

Figure 19 shows an overview of the steps required to configure NFS storage on Oracle VM Server in 7-
Mode.
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Figure 19) Configuring NFS storage on Oracle VM Server in 7-Mode.

Step 1: Create volume

Step 2: Add NFS export permissions

Step 3: Mount the volume on the Oracle VM server as an OVM server
repository

Note: Although screenshots used in this section are based on the previous version of NetApp System
Manager, the procedure remains unchanged. Refer to the section “Configuring NFS Storage in
Clustered Data ONTAP” to use the latest NetApp OnCommand System Manager.

Step 1: Create Volume
1. From NetApp OnCommand System Manager, create the volume for the NFS storage repository.

2. To thin provision the volume and manage space at the aggregate level, in the Space settings tab set
the Guarantee to None.

Create Yolume

Details  Space settings |

— Guarantee
 Wolume

[Data OMTAP pre-allocates space in the agaregate for the volume. The
pre-allocated space cannot be allocated to any other volume in that aggregate.

" File

[ata OMTAR pre-allocates space in the volume so that any file in the volume
with zpace rezervation enabled can be completely rewritten, even if itz blocks
| ot copu

& Mone

[ata OMTAP rezerves no extra space for the volume. “Wiites to LUMz or files
contained by that wolume could fail if the containing aggregate does not have
enough available space to accommodate the write.

3. After the volume is created, its properties can be further modified by using the Volume autogrow
settings.

Dretails | Space Settings

=

— %olume autogrow

V¥ Allaw volume to grow automatically

Allows a flexible volume to grow in size within an aggregate. "When the volume iz
almost out of space. it can grow as needed if itz parent agaregate haz enough
room.

— Snapshot autodelete

¥ Delete shapshots automatically

Automatically delete snapzhats when the flexible volume minz out of space. Thiz
allows a volume to continue to grow if deleting a snapshot will recover space. In
such cases. one or more shapshot backups will be lost.
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Step 2: Add NFS Export Permission
1. Click Shares/Exports under Shared Folders in NetApp System Manager.

B0 fas3140-8

=] Disks
- Aggregates
[]—--ek Canfiguration
[+-{E@ Diagnostics

2. Select the volume on the right-hand pane and click Edit.

[z Createl [ Edit )¢ Delete |3 Refresh
]

Expart nime | 4| Expart path | Anorymous user 1D
Mvalthome osoE Mvalthome_oracle 1]
fvolfopt_oracle_oltest Svoldopt_oracle_oltest 1]

‘oeerm_nifs_repositorny Avol/owm_nfs_repositong

Aol Awnlfnmz

3. Add root access to the Oracle VM Server IP address and set the security setting.

Edit /vol/ovm_nfs_repository Settings

Mame | fccess

10.61.16

Add

Al

Edit

_es |

— Allow anonyprious access

" Root users on all clients have access ta the shared directary
¢ Root access is granted to all hosts

¥ Dizable roct access

Map anorymous users to; |85535

Edit fvol/ovm_nfs_repository Settings

MFS sharing | Permission:

" Mone

+ Secuty style
¥ Lni
™ Kerherns v&
[ Kerberos v integrity
™ Kerberos v5 Privacy

Step 3: Mount the Volume on the Oracle VM Server

1. Mount the volume on the Oracle VM Server using either /opt/ovs-agent-2.3/utils/repos.py
(for OVM v2.2) or the ovs-makerepo utility (for OVM v2.1.5 or earlier).
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The volume now can be used as an Oracle VM Server repository.

2. Although not a best practice, to mount the volume manually on the Oracle VM Server, add the
following line to the /etc/fstab file.

10.61.166.224:/vol/ovm _nfs repository /OVS nfs rw,vers=3,rsize=65536,wsize=65536,hard
,proto=tcp, timeo=600 0 O

4.3 Configuring FC Shared Storage and VM Operations on Oracle VM Server

NetApp Plug-in for OVM

Figure 20 shows an overview of the procedure to configure FC shared storage and VM operations on
Oracle VM Server using the NetApp plug-in for OVM. This procedure is applicable to both clustered Data
ONTAP and 7-Mode for the NetApp storage controller.

Figure 20) FC storage configuration using NetApp plug-in for OVM.

Slep 1: Create volume

Step 2: Multipath configuration

Step 3: NetApp plug-in for OVM—install, discover|OVM server & SAN
storage), create LUN and igroup

Step 4: Scan the Oracle VM Server for new storage

Step 5: Create the server pool and storage repository

}

Step 6: VM operations — Create VM, thin clone VM{template and 150)

Step 1: Create Volume

1. Navigate to Cluster > Vserver > Storage > Volumes > Create. To create a thin-provisioned volume,
select the Thin Provisioned checkbox.
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Create Volume *

General || Storage Efficiency | Quality of Service

Name: ovm_fcp_vol
Agoregate agor_data_N1& Choose
Storage Type

(@) MAS (Used for CIFS or NFS access)
@ SAN (Used for FC/FCOE or iSCS| access)

(@ Data Protection (Used as destination volume)

Size
Total Size 200 GB hd
Snapshot Reserve (%) 0 :4
Data Space: 200 GB
Snapshot Space: 0 Byte

Thin Provisioning

Thin Provisicned

Allocate space as it is needed by the volume. Recommended for
increasing the capacity utilization of the velume when the velume is
unlikely to use all of its allocated space. If unchecked, complete space
is allocated immediately.

Tell me more about Thin Provisioning

| Create ||  Cancel |

2. After the volume is created, its properties can be further modified. In the Advanced tab, the volume
autogrow and fractional reserve settings can be changed. Use the Storage Efficiency tab to enable
deduplication.

i Edit Volume
Edit Volume X

General || Storage Efficiency || Advanced General Storage Efficiency || Advanced

Enable Storage Efficiency Space Reclamation

Recommended for velumes used for server or deskiop virtualization, file system shares, or

backups. Autematically grow this volume
Deduplication Maximum Size: | 500 GB | ¥
() Scheduled - Deduplication happens based on the schedule set. .
Increment Size: |10 GB |
() Automated - Deduplication happens automatically. Autumaticalty delete older Enapshot Cl:l|:iE5

@ On-demand - Deduplication must be run manualty.

[C] Enable Compression |:| Enable Fractional Reserve(100%)

Support Unicode format for directories

Reguired during CIFS or NFS access.

Update access time when a file iz read

Step: 2: Configure Multipathing in the Oracle VM Server

1. Use the native multipathing—DM-MP (Device Mapper Multipath)—support provided by the Oracle VM
Server to configure multipathing.

2. First check if the DM-MP is installed by entering:

rpm -q device-mapper

3. Check if the DM-MP services are running:
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[root@stlrx30056-131 ~]#% lsmod | grep dm_

dm nfs 7013 2

dm round robin 2466 45

dm multipath 13157 46 dm round robin

dm snapshot 33013 0O

dm zero 1281

dm mirror 15220 O

dm region hash 11125 1 dm mirror

dm log 10076 2 dm mirror,dm region hash

dm mod 81987 152 dm nfs,dm multipath,dm snapshot,dm zero,dm mirror,dm log

[root@etlrx30026-131 ~]#

4. Download and install the NetApp Linux Host Utilities Kit.

5. Create or modify the /etc/multipath.conf file as described in the NetApp Linux Host Utilities Kit
documentation. Check the documentation that has samples for OVM.

A sample /etc/multipath.conf file for 3.2.1 with Asymmetric Logical Unit Access (ALUA) is shown
below:

defaults {

user friendly names no

max fds max

flush on last del no

queue without daemon no

}

# All data under blacklist must be specific to your system.
blacklist {

devnode "“hd[a-z]"

wwid "<wwid of the local disk>"

devnode "” (ram|raw|loop|fd|md|dm-|sr|scd|st) [0-9]*"
devnode ""“cciss.*"

}

devices {

device {

vendor "NETAPP"

product "LUN.*"

path grouping policy group by prio

features "3 queue if no path pg init retries 50"
prio "alua"

path_checker tur

no_path _retry "queue"

failback immediate

hardware handler "1 alua"

rr_weight uniform

rr min io 128

getuid callout "/lib/udev/scsi_id -gus /block/%n"
}

}

The <DevID> refers to the WWID of any SCSI device (not from NetApp) that is installed on the OVM
Server; for example, the local SCSI drive: /dev/sda.

The multipath devices need to have the same device identifier and device path on each Oracle VM
Server in the OVM server pool. So if the user_friendly_names parameter is set to yes in the
/etc/multipath.conf file, NetApp recommends using the multipaths section within /etc/multipath.conf to
specify aliases corresponding to the SCSI ID of each multipath device. This step can be executed after
getting the SCSI ID of the devices from step 3. This will enable all multipath devices to have a consistent
name across all the nodes of the Oracle VM server pool.

multipaths {

multipath {

wwid <SCSI ID of the multipath device 1>
alias <user friendly name>

}
multipath {
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wwid < SCSI ID of the multipath device 2>
alias <user friendly name>

}

}

6. Start the multipath service:

/etc/init.d/multipathd start

7. Configure the multipath service:

multipath

8. Add the multipath service to the boot sequence:

chkconfig --add multipathd
chkconfig multipathd on

9. Verify the multipath configuration:

multipath -v3 -d -11
/etc/init.d/multipathd status

10. As shown in Step 7, below, once the mapped shared storage is scanned on the OVM Server, the
multipaths can be viewed using either the multipath -11 orthe sanlun command.

Step 3: NetApp Plug-in for OVM—Install, Discover (OVM Server and SAN Storage), Create
LUN and Igroup

1. Download the NetApp plug-in from http://community.netapp.com/t5/FAS-Data-ONTAP-and-Related-
Plug-ins-Articles-and-Resources/NetApp-Plug-in-For-Oracle-VM/ta-p/87038#Download and follow the
NetApp Plug-In 2.0.1 for Oracle VM Installation and Administration Guide for SAN (iSCSI and FCP)
deployment.

Note: A video demonstration of how to deploy OVM with the NetApp plug-in with OVM for SAN is
available from https://communities.netapp.com/videos/3533.

2. Install the plug-in using “install.sh” from the downloaded tar file.
3. Update /etc/hosts.

[root@stlrx200s-45 netappl# cat /etc/hosts
# Do not remove the following line, or various programs
# that require network functionality will fail.

127.0.0.1 localhost.localdomain localhost
HEN localhost6.localdomain6é localhost6
10.61.172.69 vsISCSI2

[root@stlrx200s-45 netapp]#

4. Discover the OVM Servers from OVM Manager.

[B, Discover Servers
Oracle ¥YM Agent Port: 2899

Oracle YM Agent Password: | reeseeens

10.61.173.175
10.61.173177

IP Addresses/DMNS Hostnames:

5. Discover the SAN storage controller. Navigate to Home > Storage tab >select SAN Servers >

Perspective: (SAN Servers) > and click the button.
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Select the NetApp OSC plug-in from the Storage Plug-in drop-down list, select the storage type,
provide the storage virtual machine credential for API communication, and move the available OVM
Servers to the Selected Server(s) section.

[ Discover SAN Server

@iscover SAN Server *MName: StorageVirntualMachine_FCP

Description:
[ Access Information (if required)

#
Storage Type: FizreChannel Storage Serv E
* Storage Plug-in: MetApp OSC Plugin(2.0.0-0 E

Plug-in Private Data:

P ettt ]

J * Admin Host 10.61.172.69 %
[ ] 1]
[ ] L ]
: *Admin Username: | vsadmin :
[ ] [ ]
% " Admin Password: | sessesees H

L

L]

b L B L R L A R A R L L L L B L b L 1 2 L 1 L J

I8 Discover SAN Server

Seleced Serers)
sBre200s-45
S8 30088-131

1

1

1
Bscover SAN Sarver Forailatle Servens) :
1
1
1

6. Create the physical disk (LUN) for the server pool, repository, and VM disk from OVM Manager. You
can also resize and delete the LUN (physical disk). Navigate to Home > Storage > Select the
Discovered SAN Server > Perspective :(Physical Disks).
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< Create Physical Disk

< Create Physical Disk

<} Create Physical Disk

* Volume Group: | ovm_fcp_vol * Volume Group:  ovm_fcp_vol * Volume Group: | ovm_fcp_vol
*Name: SP_FCP_disk * Name: rp_fcp_disk * Name: vm_fcp_disk
* Size (GiB): 30.0 * Size (GIiB): 50.0 * Size (GIB): 20.0
Extra Information: Extra Information: Extra Information:
Description: Description: Description:
Shareable: ] Shareable: . Shareable: ]
Thin Provision: [V] @ Thin Provision: V] ® Thin Provision: [V] ®

Disk for Server Pool Disk for Repository Disk for Virtual Machine

7. Create the access group either in the previous screen or create it separately after using Discover the
SAN Server.

« Create an Access Group

@ reate Access Group * Access Group Name: | fop_accessgroup

Initiator
election

r

4 Create an Access Group

[Svetis ACCo8s Goue Sefect the s10rage INIators 1o add 1o the access group

8 olect Initiators Ardilazie Stocage nmatees Selected Storage Inators
| sBn20035-45 FC inlator @ Pont
’ R 0010100
D s SHN2005-45 FC Inmater @ Port
0010100
Sin30085-131FC Initiator @ Port
. 0x000000
22 stina00s5-131FC Initistor @ Pont
0010000

k Selection

P Create an Access Group

k:
Ereats Access Grove Seloct the physical disks 10 prosent to this access group
Avalable Physical Disks
progvoigroup PRODRPLUN2
proovoigroup PRODSPLUN1
progvoigroup PRODVMLUNS

Selected Physical Disks
ovm_fcp_wolrp_fcp_adisk
ovm_fcp_vol sp_fcp_disk
ovm_fcp_volvm_kp_disk

Select Indiators

P resent Physical Disks

Step 4: Scan the Oracle VM Server for New Storage
1. Rescan the Oracle VM Server to detect the newly mapped LUN.

[root@stlrx300s6-131 ~]# rescan-scsi-bus.sh

2. View the newly mapped LUN and the corresponding multipath device.

The sanlun utility that comes with the NetApp Linux Host Utility Kit can display the information in a
user-friendly manner. Similar information is also displayed by the multipath -11 command.
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sanlun lun show

A sample output of the sanlun lun show command is as follows:

[root@stlrx30026-131 ~]# =sanlun lun show

controller (7mode) / device host lun
wEerver (Cmode) lun-pathname filename adapter protacol zize
waISC5I2 /volfovm_fcp vol/rp_ fcop disk /dev/sdg hosts FCF S0g
wsISCS5I2 /vol/ovm fop vol/sp fcp disk /dev/=df hosts FCP 30g
wsISC5I2 /volfovm_fcp vol/vm_fcp disk /fdev/sdc host5 FCFE 20g
wsISCSI2 /volfovm fcp vol/vm fop disk /dev/sdb host5 FCP 20g
wsISC5I2 /vol/ovm_fep vol/sp_fep disk /dev/sdd hosts FCE 30g
wsISCSIZ /volfovm fcp vol/rp fcp disk /fdev/sde hosts FCP S50g
[root@stlrx300s6-131 ~1% []
A sample output of the multipath -11 command is as follows:
[root@stlrx300s6-131 ~]# sanlun lun show -v -p
ONTAP Path: wsISCSI2:/vol/ovm fcp vol/vm fcp disk
LOUN: 1
LON S5ize: 20g
Mode: C
Host Device: 3600a09804176376£735d4425161747765
Multipath Policy: round-robin 0
DM-MP Features: 3 queue if no path pg_init_retries 50
Hardware Handler: 1 alua
Multipath Provider: Native
host VServer host:
dm-mp path path fdev/ chan: VIEeIver major:
state state type node id:lun LIF minor
active up primary =db 5:0:2:1 vs5C5I2_ fcp3 8:16
active up secondary =sdc 5:0:5:1 vsISC5I2_fcpl g8:32
ONTAP Path: vwsISCSI2:/vol/ovm fcp vol/rp fecp disk
LUM: 5
LON S5ize: 50g
Mode: C
Host Device: 3600a09804176376£735d425161747764
Multipath Policy: round-robin 0
DM-MP Features: 3 queue if no path pg_init_retries 50
Hardware Handler: 1 alua
Multipath Provider: Native
host VEEIrver host:
dm-mp path path fdev/ chan: VIEeIver major:
state state type node id:lun LIF minor
active up primary =sde 5:0:2:5 vs5C5I2_ fcp3 8:64
active up secondary =dg 5:0:5:5 vsISC5I2 fcpl 8:96
ONTAP Path: wsISCSI2:/vol/ovm fcp vol/sp fcp disk
LUN: 4
LON Size: 30g
Mode: C
Host Device: 3600a09804176376f£735d425161747763
Multipath Policy: round-robin 0
DM-MP Features: 3 queue if no path pg_init_retries 50
Hardware Handler: 1 alua
Multipath Provider: Native
host VServer host:
dm-mp path path fdev/ chan: VIEeIver major:
state state type node id:lun LIF minor
active up primary =dd 5:0:2:4 vs5C5I2_ fcp3 8:48
active up secondary =sdf 5:0:5:4 vsISC5I2 fcpl 8:80

[zoot@stlrx300s6-131 ~1% |
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[root@stl*x30036 31 ~1% multlpath -11
3800405T011763 7671350425181 747 65 an-3 NETAPP,LUN C-Mode
8ize=20G features='3 queue if no_path pg_init_retries 50' hwhandler='l alua' wp=Iw

| =-+= policy='round-rocbin 0' prio=50 status=enabled
| *= 5:0:2:1 sdb 8:16 active ready running
V- polzc"-'*ouﬁd-*obzn 0' prio=10 status=enabled
8:32 active ready running

1 37 ¢ f §§_545 §1f4/764‘dm-5 NETAPP,LUN C-Mode
8ize=50G fea ures='3 queue_if no path pg_init retries S50' hwhandler='l alua' wp=Iw
| =+~- pollcy='round-robin 0' prio=50 status=enabled
| = 5:0:2:5 sde 8:64 active ready running
*=+- policy='round-robin 0' prio=10 status=enabled
‘= 5:0:5:5 sdg 8:96 active ready running
+3600a09604176376£735d425161747763dm-4 NETAPP,LUN C-Mode
sté;366'555€EEEEE‘§'aﬁéié:IE:BB:pacn pg_init_retries 50' hwhandler='l alua' wp=Iw
|-+- policy='round-robin 0' prio=50 status=enabled
| = 5:0:2:4 sdd 8:48 active ready running
‘=4= policy='round-robin 0' prio=10 status=enabled
‘= 5:0:5:4 sdf 8:80 active ready running
[root@stlrx300s86-131 ~]#% 11 /dev/mapper/

total O

brw-rw---=- 1 root disk 252, 4 Jan 9 10:47
bxrw-rw---=- 1 root disk 252, S Jan 9 10:48
bxw-rw---- 1 root disk 252, 3 Jan 9 10:47
CYWem e e 1 root xroot 10, 236 Jan 8 12:45

[root@stlrx300s6-131 ~1% §

The sanlun utility can even display detailed information regarding multipathing, including the physical
port-specific information that corresponds with each of the multipaths.

Step 5: Create the Server Pool and Storage Repository

The multipath device can be used either as an Oracle VM shared server pool and storage repository
(OCFS2) or as a standalone storage repository (ext3). While being using as a shared storage repository,
OCFS2 first needs to be configured for the Oracle VM Server nodes in the server pool. Let’s create the
server pool using the NetApp plug-in, which will create the server pool and repository in an OCFS file
system and be shared among the OVM Servers.

1. Create the server pool using the NetApp plug-in for OVM-SAN. Navigate to Home > Server and VMs
> click the rﬂj button.

2. Set the following options:
— Enable secure VM migrate.
— Choose physical disk and select newly created disk for server pool.

— Set 190 sec for Timeout for cluster (NetApp’s recommendation based on cluster failover and
takeover).

— Move the OVM Servers to the Selected Server(s) section.
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@ reate Server Pool Server Pool Name: serverpool_fcp

_Add Servers *Virtual IP Address forthe Pool: 10.61.173.202

VM Console Keymap: en-us (English, United States) [Z]

VM Start Policy: Start on best server E]
[v] Secure VM Migrate

Hypenvisor Type: OVM/Xen v

[¥] Clustered Server Pool

Timeout for Cluster: 190 §] Seconds

Storage for Server Pool: - Network File System @) Physical Disk

* Storage Location: sp_fcp_disk Q
~

= Selectthe Servers that will be in the Server Pool
Create Server Pool

®dd Servers Available Server(s) Selected Server(s)
stin200s-45
rags(Optional) stic300s6-131

1. NetApp recommends the following values (applicable for both 7-Mode and clustered Data ONTAP
storage controllers):

02CB_HEARTBEAT THRESHOLD=96, O2CB_IDLE TIMEOUT MS=190000, O2CB_KEEPALIVE DELAY MS=4000,
02CB_RECONNECT_ DELAY MS=4000

2. Update /etc/sysconfig/o2cb with the following and reboot the OVM Server or restart the ocfs2
service:

[root@stlrx300s6-131 ~]4# cat /etc/sysconfig/o2cb
OZCB_HEARTBEAT_THRESHOLD=96
OZCB_RECONNECT_DELAY_MS=4000
02CB_KEEPALIVE DELAY MS=4000
02CB_BOOTCLUSTER=34a289117ee06652
OZCB_IDLE_TIMEOUT_MS=190000

OZCB_ENABLED=true

02CB_STACK=o02cb

[root@stlrx300s6-131 ~1#

Note: Setting 02CB_HEARTBEAT THRESHOLD to 65 is sufficient. However, since in an active-active
cluster cf giveback sometimes reboots the OVM Server, NetApp recommends setting it from 60 to
120 seconds. Our lab setup used 96 and 02CB_IDLE TIMEOUT MS was setto 190000.

3. The plug-in creates the OCFS file system and mounts it on the OVM Server for server pools.
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for the OCFS2 configuration may appear as follows:

[root@stlrx30036-131 ~]# cat fetc/ocfs2/cluster.conf
heartbeat:
region = Q004FBOOCO0S0000EDEZEBE4SFECER2CH

cluster = 34a289117ee06652
node :

ip port = 7777

ip_address = 10.61.173.177

number = 0

name = stlrx200s-45

cluster = 34a289117ee06652
node:

ip port = 7777

ip_address = 10.61.173.173

number = 1

name = stlrx300s6-131

cluster = 34a289117ee06652
cluster:

node_count = 2
heartbeat_mode = global
name = 34a289117eel&6652

[root@stlrx300s6-131 ~1# []

5. Create a storage repository using the NetApp plug-in for OVM-SAN.

A sample /etc/ocfs2/cluster.conf file that needs to be presentin each node of the server pool

[}, Create a Data Repository

* Repository Name:

MRepository Information LEEaS A E reposilony_fcp * Repository Location

[WPresentio Servers Repository Location: ) Metwark File Server @ Physical Disk

* Server Pool:
v g Paol: senverpool_fop [+] .
srverren sk * Physical Disk:
* Physical Disk: Q“ Sel ion Description:
Description:
Create a Data Repository: Select Physical Disk |
SAN Server. | StorageVirtualMachine_FCF E\folume Group: | ovm_fop_vol E| [, Create a Data Repository

Available Server(s)

MName Filter: _g{
MName Size [GiEl}|NEII’TIe ‘jenuslmn Information
rp_fop_disk 50.0 rp_fcp_disk @Present to Servers
vm_fcp_disk 20.0 vm_fcp_disk

repository_fep

() Network File Server (g Physical Disk

[=]
Q

serverpool_fcp

rp_fcp_disk

$

Presentto Server(s)
Slin200s-45
Sti30056-121

6. Check the server pool and repository in the OVM Server:

[root@stlrx300s6-131 ~]# df -h

Filesystem Size Used Avail Use% Mounted on
/dev/sda4 48G  998M  44G 3% /
tmpfs 330M 0 330M 0% /dev/shm
10.60.132.21:/vol/rtpdist/swdist
5.0T 4.1T 937G 82% /swdist
none 330M 40K 330M 1% /var/lib/xenstored
/dev/mapper/3600a09804176376£735d425161747763
30G  264M 30G % /poolfsmnt/0004£fb0000050000bde2bb49f8c8a2¢ca
/dev/mapper/3600a09804176376£735d425161747764
50G 4.3G 46G % /OVS/Repositories/0004fb0000030000b266f3a97befelat

[root@stlrx300s6-131 ~]#

7. To manually configure, create, and start the OCFS2 cluster service:

service o2cb status
service o2cb load
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service o2cb online
service o2cb start
service o2cb configure

8. Now the multipath device can be formatted and mounted as an Oracle VM Server repository:

mkfs -t ocfs2 /dev/mapper/<mapthdevice>

For OVM v3.2.x:

a. Server pool

ssh -1 admin 10.61.173.178 -p 10000
OVM> create ServerPool ...

b. Repository

ssh -1 admin 10.61.173.178 -p 10000
OVM> create repository...

Step 6: VM Operations—Create VM, Thin-Clone VM
Create a VM Using the Template
To create the VM using the template, complete the following steps.

1. Download the ova files from https://edelivery.oracle.com/linux and copy them to the HTTP/FTP
server.

2. Import the assembly by navigating to Home > Repositories > Assembles > Import & Home >
Repositories > Assembles.

3. Right-click the .ova file and click Create VM Template.

1= Import VM Assembly view= | 1 b 2 R @
[Name |Description
* Server: stin2005-45 [+] || = ovm_oLsus xe6 64 Pviava Imnart IR - i
. . — F Create VM Template
VM Assembly download location: | http:/10.61.173.176/0VM_OLBUS_x86_64_P A Edi
WM.ova
x Delete
T Refresh

4. Create a VM or clone a VM from a template.
Select the OVM Navigate to Home > Servers and VMs> Server Pools > select OVM server.

Add networking. Go to Home > Networking>Virtual NICs> Auto Fill> and click the create Llﬁ1butt0n.

@ Clone from an existing YM Template

]

Clone Count: =

*Repository: | repository_fop
PRI sicrags Y _1oos and esouces ¥ _iovo

* Yl Template: | OLBUS <L Networks TIT VLAN Groups i Virtual NICs

Create Virtual NICs

WM Mame: OELSourceVi
Initial Address: |00 (21 L] |00 00 o oo Auta Fill Create 2El§‘ W

* Server Pool: | serverpool_fop
This is the source WM

Description: | to create a clone Vs
in future

5. Create a clone customizer to create a thin-cloned VM using the NetApp plug-in. Navigate to Home >

Servers and VMs and click the button.
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¥ Manage Clone Customizers for VM OEL SourceVM

Niewsl + 7 X

~ |Name

& Create a Clone Customizer

|.4ame and Description Clone Customizer Name: NetAppCloneCustomizer & NetappCloneCustomizer

-

& Create a Clone Customizer

| Disk |Clone Target Type |Clone Target |Clone Type [

|.Name and Description - —
[ system (2) |Repository [w] repository feo | Q [ThinClone  [+]

I‘torage Mappings

6. Check the repository storage usage before cloning the VM:

Health | ServersandVMs | Repositories | Networking “WRCICLI L BmEMR S 2R » View ~ | Perspeciie: [Virtual Machines [=]
7 [P3 ServerPools e |Stalus |Tag(s) |Events:
[ B2+ @ | Perspective: | Info E 7 P8 sewverpool_fcp W Running Normal
& File Servers - i _ One virtual machine
. stink30056-131 and Disk Usage
vIE sanseners Name: ovm_fep_vol q
v By StorageVirualMachine_FCP ==
@ ni_vol Description:
B osciscsi_cdot Free Size (GiB): 1 @ Show My Repositories view= | oy £ X T
a Total Size (GIB): 200.0 (BRI s [THame | Used(GiB) | Max(GiB) | Shareable
B mensiinenin +aQ® ] ystem 120 120 |No
| S BZ72+ | @] _ view - | Perspective: [PrysicaiDisis [=] | & 2 3| U Repositonies systam(2) 120 120 |no
(4] File Servers - |Event Severity | Size (GIB)|Volume Group | VB, repository_cp
v [l SANSeners ormal 50.0 ovm_tcp_vol C3 VM Templates
v [l StorageVirualMachine_FCP 30.0 ovm_fcp_vol 3 Assemblies
lun_vol 0 gvm fcp vol @ Isos
B osciscsi_cdot Disks used for serverpool, repository g
cp and extemal disk for virtualmachine

7. Create 10 clone VMs from the source VM:

i : i

View > | Perspective: VitualMachines [v] 2 X D> B @ oy 2 O G 0 GBS T @ | vemeriter [7]
|Name IStatus  |Tag(s) |EventSeverity |Server |Max Memorymﬂ)lueny--‘"m————'“-——mm'?_c B
- B " Clone or Move Virtual Machine...
L- OELSourceVM  Running Normal Stin200s-45 2048 2048 v_ - \
%y Clone or Move Virtual Machine:OEL SourceVid
BamAR g 7R » View -  Perspective: |VinualMachines [»] | «~ 3 B | Do you wantto clone or move your virtual machine?
V [ SenverPools |Name — ¥ [Status  |Event Severity |Server e ; kT
v B4 senverpool_tcp £ OELSourcaVM  Running Normal SUn2005-45 SRCTSNA R cione olfis i (Crer e conous) I
i strx200s.45 - OELCloneVM.9  Running Normal $Hin200s-45
A stn300s6-131 L OELCloneVM8  Running Nermal sUN200s-45 '
'_ﬂ] Unassigned Servers L OELCloneVM.7  Running Normal stin200s-45 OEL Somrcevid
(23 Unassigned Virtual Machines - OELCloneVMB  Running Normal $UN200s-45
> OELCloneVM.5 Running Normal 5tn200s-45 Conelon - Vi T
L OELCloneVM4  Running Normal stic200s-45 ¥
> OELCloneVM3  Running Normal stin200s-45 Ce Comt e
- OELCloneVM.2  Running Normal sli200s-45 Cione Name OELCInevM
L- OELCloneVM.1  Running Normal stn200s-45 - * Target Server Pook | seevecpoct_icp =
D> OELCloneVMO0  Running Normal sUn200s-45 Dascripon
! Advanced Cloos
* Clone Customizer | NetAppCloneCustomizer =] creae
* Target Repestioey. | repository_icp [l
\ £ Why doa't | see other server pools 1o cloae 1o? /

8. Check the storage space after the cloned VMs’ creation:
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S RBZ%+ @ Perspective: | Info [+] am2ag 72X » View | Perspectve: | Viual Machines [+| | 2 X B
) File Servers - 7 [»§ Server Pools {Name —V (Status  |Event Severity |Server
78 SANServers Name: ovm_fcp_vol 7 BY senverpool_fcp L OELSourceVM  Running Normal s200s-45
v [}y StorageVirtualMachine_FCP e i surx200s-45 L OELCloneV2  Running Normal SUn200s-45
B wni_vol Description H§ stin300s6-131 I OELCloneVM8  Running Normal stn200s-45
@ osciscsi_cdot Free Size (GiB). U] Unassigned Servers L OELCloneVM.7  Running Normal sUn200s-45
3 [ovm_fep_vol] Total Size (GiB): =) Unassigned Virtual Machines L OELCloneVM6&  Running Normal sUN200s-45
= L> OELCloneVMS  Running Normal sUn200s-45
Ten Qlone . ~ CELCloneVM 4 Running Normal stin200s-45
views S /Z/ R &G VirtualMachines, which L OELCloneVM.3  Running Mormal 1200
are created from OELCloneVM2  Running Normal sU200s-45
Name 4/ | USed | MaX fqp.0anie ey e
(GiB) (GiB) QELSourceVM 2 OELCloneVM.1  Running Normal stin200s-45
& fsystem 120 120 | No > OELCioneVM.0  Running Normal $tn200s-45
o fsystem (10) 120 120 | No
= Jsystem (11) 120 120 | No
L [system (12) 120 120 | No = = : -
blystem 120 120 |No HSB87+ @ View > | Perspective: | Physical Disks [v] | 4 ©~ 3¢ |
= fsystem (3) 120 120 | No (4 File Servers A | |Event Severity | Size (GiB)|Volume Group
L Jsystem (4) 120 120 | No V[ SAN Servers # rp_fcp_disk \Normal 50.0 ovm_fcp_vol
; RS - 5
- [gystem (5) 120 120 | No v h StorageVirtualMachine_FCP sp_fcp_disk Normal 30.0 ovm_fcp_vol
o fsystem (6) 120 120 | No A A EampataS
b bevetem ) 120 120 I o B8 luni_vol ym_fop_dispdblosaal 200 coae foo ol
5 |ystem @) 120 120 | no Disks used for serverpool, repository
& fsystem (9) 120 120 o and external disk for virtualmachine

The free space in the ovm_fcp_vol volume is 172.96GB before the thin-clone VM creation; the free
space is 172.71GB after thin-clone VM creation. Each virtual machine uses 12GB, but the 10 virtual
machines do not occupy additional space except for the source virtual machine (OEKSourceVM) and

for template image space usage.
Create a VM Using ISO

To create the VM using I1SO, complete the following steps.

1. Download the ISO from https://edelivery.oracle.com/linux and copy to HTTP/FTP server.
2. Import the ISO by navigating to Home > repositories > ISO > import.
3. Create a VM from an I1SO. Navigate to Home > Servers and VMs > Server Pools > select OVM server

and click the Lﬁ'but'[on.
4. Select Create Virtual Machine.

5. Enter the VM name and choose an operating system, domain type, memory, and CPU.

6. Add networking. Navigate to Home > Networking > Virtual NICs > Auto Fill > create.

o Create Virtual Machine * Server Pool serverpool_fcp Operating System
= Server. stin200s-45 :
How do you want to create your Virtual Machine? Mouse Device Type
* Repository repository_fcp v Kexeaan
& Create a new VM (Click Next to continue) ) Lyt
* Narm 1SOVM
Name oVl DocakiTive
v] Enable High Availabilit
o oAbl o Start Policy
Description
Max Memory (MB)
MAC Adcress Network e Memory (MB)
00:2116:00:00.00 10.61.1730 [~

g Add NIC

7. Arrange disks for the source VM.

Max Processors:
Processors.
Priority.

Processor Cap %

Oracle Linux § [~]
[~]
en-us (English, United State [+]
&
[=]

Default

Xen HVM

Start on best server

8. For the boot order sequence, make sure to set the boot order to boot from the disk first.
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https://edelivery.oracle.com/linux

@ Selectan SO
Set the slot positions for your ISOs and disks:

Slot  |Disk Type Contents |size (GiB) |Actions SeIfd Lt i, [Repoinoryi
‘ )} oel6.2iiso 334 repository_fcp
0 CD/DVD [+] EwmPTY_COROM 0.0 ¢ @
1 Physical Disk E] Empty N/A & & Select a Physical Disk
Select |Name |Size (GiB) |SAN Server |Volume Group
.v o vm_fcp_disk 200 StorageVirtualM . ovm_fcp_vol
Setthe slot positions for your ISOs and disks
Slot  |Disk Type |Contents Size (GiB)  |Actions
0 CD/DVD [x] ocel62iso 334 Q @
1 Physical Disk [v] vm_fcp_disk 20.0 Q

9. Create a clone customizer to create a thin-cloned VM using the NetApp plug-in. Navigate to Home >
Servers and VMs and click the e button.

& Create a Clone Customizer ¥ Manage Clone Customizers for VM ISOVM

Mewsl + 7 X

e . i . iz Name
.lame and Description Clone Customizer Name: isoclonecustomizer \

> isoclonecustomizer

A 4 = . .

Name and Description | Disk Clone Target Type  |Clone Target |Clone Type J
| [¥ oelB.2.is0 Repository repository_fcp Q, [ | Thin Clone
Iﬁlomge Mappings [Zvm_fcp_disk| | Storage Array StorageVirtualMachine_FcP | @, L | Thin Clone
|Virtual NIC |Ethernet Network —

@] vnicO (00:2146:00:00:00) 10.61.173.0 [ - ClonetsiNEsEm

10. Execute the following as you did in the previous section.
a. Check the repository storage usage before cloning the VM.
b. Create 10 cloned VMs from the source VM.
c. Check the storage space after cloning the VMs.

Oracle Generic NFS Plug-In

To use the Oracle generic NFS plug-in, refer to
http://docs.oracle.com/cd/E35328 01/E35332/html/index.html.

4.4 Configuring iSCSI Shared Storage on Oracle VM Server

Figure 21 shows an overview of the procedure to configure iISCSI shared storage on the Oracle VM
Server.

Note: Follow the same procedure as described in section 4.3, “Configuring FC Shared Storage and VM
Operations on Oracle VM Server.”
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Figure 21) Configuring iSCSI shared storage on Oracle VM Server.

Step 1: Create volume

Step 2: Create iGroup

Step 3: Create LUN, MAP LUN to iGroup

Step 4: Configure multipathing in Oracle VM Server

Step 5: Discover the iSCSI LUN from the Oracle VM server

Step 1: Create Volume

This is the same as in step 1 in section 4.3, “Configuring FC Shared Storage and VM Operations on
Oracle VM Server.”

Step 2: Create Igroup

1. Check the status of the iISCSI service on the Oracle VM Server. If it is not running or is not installed,
install it and start the iISCSI service.

If the Oracle VM Server is in a server pool and the iSCSI storage needs to be configured as a shared
Oracle VM repository, collect the IQN number of the nodes of the cluster so that they can be put
inside the same igroup.

2. Create an igroup on the storage using NetApp System Manager and assign the IQN number(s) noted
above to the igroup.
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| LUM Mamagement  Initiator Graups

Initiator Groups: \
[# add [£ Edit 3 Delete I
Group Mame | Group Type | Operating System
O%Mini FCP Lirx
{ I——— oo 1
' '
Initiatar [Dg:
[ add [Z) Edit ¢ Delete
Initiator Mame Group Mame | Group Type
ign.1994-05.com.redhat: 8f81 9073602 O Mini_izcsi iISCSI
Wy

Step 3: Create LUN, Map Igroup

1. From the LUN Wizard in NetApp System Manager, create the LUN inside the column created in Step
1 and then map that LUN to the igroup created in Step 2.

Create LUN Wizard x
General Properties “
*r'ou can specify the name, the size, the type and an optional description properties for the
LUM that you would like to create. NetApp:

The maximum space available for your LUN creation iz 250.18 GE in the containing aggregate 'aggrl’
oh ztorage system Fazdl40-7'

ake sure that pour LUM size iz smaller than the maximum space available.

j ‘fou can enter a valid name for the LUMN, and an optiohal short description.

oo™

Mame: IIun_iscsi

Degeription: I [optional)

Ijl ‘f'ou can specify the size of the LUM. Starage will be optimized accarding ta the type selected.
Size: 100 GBE -

Tupe: hd

Wihat iz the LUM size and bype’?

< Back I Mewt » I Cancel
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Create LUN Wizard x|

Yolume Container “
Y'ou can let thiz wizard create a volume and qtree, or you can choose an existing valume or
qiree az the container of your LUM. NetApp'

' Automatically create a new volume.

Create a new flexible volume lun_izesi in the following aggregate; aggrl

' Usze the selected volume or giree.

'ou can zelect one of the volumes or girees on storage syetem Tazd140-7' in aggregate 'aggrd”

Enisting volumes and qT rees;

Create LUN Wizard |

Initiator Mapping “
ou can connect pour LM to the initiator hosts by selecting from the known hosts ligt on the
left and moving them to the hosts list on the right. NetApp:

Fnown initiatar hozks: Hosts to connect:

2. Complete the steps in the LUN Wizard to finish the LUN creation process.

Create LUN Wizard

Completing the Create LUN Wizard

You are successfully completing the Create LUN ‘wizard.
Summary of tagks completed:

+ |Jze edisting volume "ovrn_block_wal”
+ LUM size iz 100.00 GBE
+ LUM iz uszed on Linus
+ LUM iz mapped to
OV Mini_iscsi Y,

LUN Management | Initiator Groups |
[a Create [ Edit 3¢ Delete - Il Status + (i) Manage Snapshot | 4 Refresh
—

M ame | Container Path | Status v | Size | Type

3. If you use thin provisioning, clear the Space Reserved checkbox in LUN Properties.
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LUN "lun_iscsi’ Properties

General | I nitiatars |

|dentification
j Mame: IIun_iscsi

Drescription: |DVM iSCS1LUN

Storage
j Size: [100.00 [ce =|

Type: Linws

Space: [T Reserved

¥ Enable LM valume to grow automatically

Step 4: Configure Multipathing on the Oracle VM Server

Refer to the section on multipathing in the FC shared storage section.

Step 5: Discover the iSCSI LUN From the Oracle VM Server
1. Discover the iSCSI LUN from the Oracle VM Server.

Z2 Killed

[root@AMDLoaner-2

2. View the newly mapped LUN. The sanlun utility provided by NetApp Host Utilities displays the LUN
information in a user-friendly manner.

i (LI 1) Lun state
ller CF_|

SEILWIL ULl ler

Controll
port

56 Oracle VM and NetApp Storage Best Practices Guide



[rootflANDLogner—2 A1# sanlun lun show

lun— hname de adapter pr ] lun

volfovm bl o0l/lun_iscsi  / d i 100g (10

3. After the iSCSI LUN is visible to the Oracle VM host, it can be configured either as a shared storage
repository (OCFS2), a standalone storage (ext3) repository, or a virtual disk attached to virtual
machines exactly in the same way as that mentioned for the FC LUN in the previous section.

4.5 NetApp Deduplication in an Oracle VM Environment

Deduplication in Clustered Data ONTAP
1. Ten virtual machines and one template reside in the /OVS/Repositories folder.
2. Check the space consumed from the OVM Server.

[root@=stlrx300=26-131 VirtualMachine=s]# df -h

Filesystem Size Used Avail U=se% Mounted on
fdev/=sda4d 485 985M 440G 33 J
tmpfs 330M o 330M 0% fdev/shm

10.60.132.21: /vol/rtpdist/swdist

5.0T 3.8T 1.2T 77% /swdist
none 330M 8BK 330M 1% Jfvar/lib/xenstored
10.63.164.13:fovn;nfs_serverpool

STG 140M 857G 1% /nfsmnt/5b474bd3-daSa-4157-8b72-TaTc9ad28fc3
Sdewv/mapper/ovspoolfs

106G 369M 38.7G 4% /poolfsmnt/0004fb00000S000037c9216dFf83d7T4ce

10.63.164.18: f’ovrr._nfs_repository
TeE 726G  4.4G 95% JOVS/Repositories/0004fb0000030000217d0558cfc41604

[root@atlrxk300=26-131 VirtualMachines]#

The space consumed can also be observed from NetApp System Manager.

]
w

8GB

Volume Available
67.1GB Total Data Space 76 GB Data Space: 439GB
Snapshot Reserve 4GB Snapshot Reserve 397GB
e Total 8.36 GB
33.5GB
Used
B Snapshot Copies Space 32.37 MB
T Total 7164 GB
ytes

ovm_nfs_repository

3. Enable deduplication by using one of the following methods.
— From the CLI, run the following command:

clusterl::> volume efficiency on -vserver <vservername> -volume <volname>

— In OnCommand System Manager, enable dedupe in the Storage Efficiency tab.
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ovm_nfs_repository agardovm Disabled
ovm_nfs_servel Edit Volume % Disabled
ovm_vol ——— Dizabled
General Storage Efficiency Advanced |
pdb4data Dizsabled
pdb54_d_data Enable Storage Efficiency Disabled
pdbomf Recommended for volumes used for server or desktop virtualization, file system Disabled
soldusterdb1 shares, or backups. Disabled
testdatal Deduplication Disabled
vs1 dnfs_rac_r ) Scheduled - Deduplication happens based on the schedule set. Disabled
vs2_dnfs_archiy Disabled
vs2_dnfs_contr Disabled

©) Autormated - Deduplication happens automatically.

2_dnfs tr L. Disabled
e @ On-dermand - Deduplication must be run manualky. sanie

] Enable Compression
General — b

MName:
Status:

Maximum File | Tell me more about storage effidency.

Current Files ‘epositony
Language: olicy
Unicode:

Save ‘ Save and Close ‘ Cancel I _

4. After deduplication is enabled on the volume, the deduplication process can be started manually or
automatically or it can be scheduled in one of the following ways.

—  From the CLI, run the following command:

clusterl::> volume efficiency start -vserver <vservername> -volume <volname>

— From System Manager:

ovm_nfs_repository aggrédovm & online Yes =5 435GB 20 GB Enabled
ovn
Storage Efficiency *
ovn
Volume Name: ovm_nfz_repositery
Deduplication Mode: Manual
Compression: Disabled
Last Run End Time: 12M13/2013 15:00:39

Scan Entire Volume

Select this option if vou are running deduplication for the first time. By default, deduplication iz run only on data added since the last scan.

| Start || cancel

5. Check the progress:
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Vserver Name:

Volume Name:

Volume Path:

State:

Status:

Progress:

Type:

Schedule:

Efficiency Policy Name:
Blocks Skipped Sharing:

Last Operation State:

Last Success Operation Begin:
Last Success Operation End:
Last Operation Begin:

Last Operation End:

Last Operation Size:

Last Operation Error:
Changelog Usage:

Logical Data Size:

Logical Data Limit:

Logical Data Percent:

Queued Job:

Stale Fingerprint Percentage:
Compression:

Inline Compression:
Incompressible Data Detection:
Constituent Volume:
Compression Quick Check File Size:

TESO::> |J

TESO::> volume efficiency show -vserver vs2_dnfs_rac -volume ovm _nfs repository

vs2_dnfs_rac
ovm_nfs_repository
/vol/ovm_nfs_repository
Enabled

Active

8536140 KB (12%) Done —
Regular

0
Success
Fri Dec
Fri Dec
Fri Dec
Fri Dec
0B

0%
71.60GB
640TB
0%

0

false
false
false
false
524288000

13 15:00:39 EST 2013
13 15:00:39 EST 2013
13 15:00:39 EST 2013
13 15:00:39 EST 2013

6. After completing the deduplication process, verify the space consumed.

83.8GB }
— Wolume Available
57.1GB Total Data Space: TEGEB || Data Space: 69.56 GB
Snapshot Reserve: 4GB [l Snapshot Reserve: 4GB
S0.2GE Total: 73.56 GB
33.5GB
—Used
[rata Space: 5.44 GB
16.8GE n P
M Snapshot Copiss Space: 0 Byte
Total: 5.44 GB
OBytes
ovm_nfs_repository
Details Last Run Details
83.8GB
Deduplication: Enabled Start Time: 01/02/2014 12:18:57
67.1GB Deduplication Mode: Manual End Time: 01/02/2014 12:27:01
Status: idle Deduplication Savings: 65.2GB (91%)
CUEEL Type: regular Compression Savings: 0 Byte (0%)
Compression: Disabled Total Savings: 65.2GB (91%) —
33.5GB
16.8GB Graph Legend
[l Used Data Space I Available Data Space B Snapshot Overfiow
OBytes
Before After B Used Space Space
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Deduplication in 7-Mode
1. Five identical VMs reside inside the /OVS/running pool directory.

3. The space consumed can also be observed from NetApp System Manager or FilerView or from the
NetApp FAS system command line.

440
40.0
.0
320
2.0
240
[
200
150
120
20
40

on

4. Enable deduplication on the volume from the NetApp FAS CLI using the sis on command or from

Yolume
Total space: 40 GB

Snapshot rezerve: 0 KB

Used
[ ata space:

& Snapshot copies space:

Tatal:

NetApp System Manager.

60

Available
Space: 25.E5 GB
Snhapshot rezerve: OKB
Tatal: 2565 GB
14.35 GB _
0KE

1435 GB
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Detailsl Space Settings  Deduplication |.&utn Sizel .-’-‘«dvancedl

¥ Enable deduplication an valume

'S

Mo dedupe schedule will be zet on the volume, Dedupe can be wn

manually

 Auto

Autornatically start dedupe updates bazed on amaount of new data in

the: volume

 Attach custom schedules

— Scheduls the days
¥ Sunday ¥ Monday ¥ Tussday ¥ wWednesday
¥ Thurzday ¥ Friday ¥ Saturday

— Schedule the hours
Hours Hour Ranges | E}_‘, 4dd | | % Delete

Start Time

| End Time

| Frequency [Hours]

5. Once deduplication is enabled on the volume, the deduplication process can be started manually or
automatically or it can be scheduled either from the NetApp FAS CLI using the sis start command

or from NetApp System Manager.

[a Create [£ Edit % Delete |G Refresh | [ status = () Snapshot - ‘EéResize ”EH Deduplication -

OVM_NF5

agardl

M ame + | Aggregate | Status space
home_aracle aggrll anling 'ﬁ'b':'rqStart deduplication now
opt_oracle_olkest agagr(l onling 2 8939 GE
ovm_izcei_z agaor(l onling 1221 GE

onling 25,65 GB

6. After the deduplication process has been completed, check the space consumed by the volume and

the storage savings realized.

44.0 —Yolume Available
a0 T - Total space: 40 GB I Space: IF19GE
0 Snapshot rezserve: 0 KB Snapshot rezerve: OKB
=2a Total 37.19GB
280
240 —Uzed
@ 00 7 Data space: 2.81 GB
€0 # Snapshot copies space: OKB
120 Total: 281 GE
a0
4.0
o0

Detailz § Space I Snhapshot Eopiesl Deduplicationl
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— Deduplication properties —— | [ Last run detailz
A Enabled: Yes Start time: “wed Moy 18 ..
40.0
2.0 M ode: Scheduled [zun-zat@@0] End time: ‘wied Mow 18
20 Status: idle Space saved: 11.55 GB
280
200 Type: regular Space saved (%) 80
o 241
= 200
160 — Graph legend
;20'0 % lsed data space I Awvallable data space B Snapshat ov...
40 #  Used Snapshot space Awailable Shapshat zpace
o0

Details I Space I Snapshot Copies

4.6 NetApp Virtual Cloning (FlexClone and SIS Clone) in an Oracle VM
Environment

Clustered Data ONTAP and OVM 3.x (NFS)

The following procedure describes NetApp thin cloning (file), which corresponds to the process illustrated
below for NFS. The (sis clone) file cloning helps to clone the VMs.
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Figure 22) Thin cloning.
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1. The source VM resides inside an already existing OVM repository.

Note: Connect to the “OVM>" prompt using ssh -1 admin localhost -p 10000 inthe OVM
Manager Server.

OVM> list repository

Command: list repository

Status: Success

Time: 2014-01-03 16:39:40,519 EST

Data:

1id:0004£fb0000030000c6cfaBadl5f46620 name:NetApp CDOT NFS Repository
ovM>

OVM> list vm

Command: list vm

Status: Success
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Time: 2014-01-03 16:41:22,541 EST
Data:
1d:0004fb000006000051096a9e0c9£3360 name:TemplateVM
id:0004fb000014000093285ef818aa25%9%e name:0VM EL5U5 X86 64 PVM 10GB.tgz
OVM> show vm name=TemplateVM
Command: show vm name=TemplateVM
Status: Success
Time: 2014-01-03 16:41:47,030 EST
Data:
Name = TemplateVM
Id = 0004fb000006000051096a9e0c9£3360
Status = Running
Memory (MB) = 2048
Max. Memory (MB) = 2048
Max. Processors = 2
Processors = 2
Priority = 50
Processor Cap = 100
High Availability = No
Operating System = None
Mouse Type = Default
Domain Type = Xen PVM
Keymap = en-us
description = Import URLs: [http://10.61.173.176/0VM EL5U5 X86_ 64 PVM 10GB.tgz]
Server = 00:00:00:00:00:00:00:00:00:00:00:26:2d:04:d2:8e [st1lrx200s-45]
Repository = 0004£fb0000030000c6cfa8adl5£46620 [NetApp CDOT NFS Repository]
Vnic 1 = 0004fb000007000020ebflda76d3787d [00:21:£6:00:00:08]
VmDiskMapping 1 = 0004fb00001300001276b635e4def750
ovM>

2. Create another OVM repository from an NFS volume on the NetApp FAS system on which the clones
of the source VM need to be created.

OVM> list repository

Command: list repository

Status: Success

Time: 2014-01-03 16:46:23,712 EST

Data:
1d:0004£fb0000030000c6cfaBadl5f46620 name:NetApp CDOT NFS Repository
id:0004fb00000300002a8cd28901056dbb2 name:NetApp CDOT Dev_Test Repository

ovM>

[root@stlrx300s6-131 ~]# df -h

Filesystem Size Used Avail Use% Mounted on
/dev/sda4 486G 987M  44G 3% /
tmpfs 330M 0 330M 0% /dev/shm

10.60.132.21:/vol/rtpdist/swdist

5.0T 4.0T 961G 81% /swdist
10.63.164.18:/ovm_nfs serverpool

57G 141M 57G 1% /nfsmnt/5b474bd3-da%a-4157-8b72-7a7c9ad28fc3
10.63.164.18:/ovm_nfs repository

76G  8.6G 68G 12% /OVS/Repositories/0004fb0000030000c6cfa8adl5£46620
none 330M 80K 330M % /var/lib/xenstored
/dev/mapper/ovspoolfs

106G 263M 9.8G 3
10.63.164.18:/ovm_nfs repository dev_ test

95G  6.2G 89G 7% /OVS/Repositories/0004fb0000030000a8cd28901056dbb2
[root@stlrx300s6-131 ~]1#

o

/poolfsmnt/0004£b000005000008686e2a728bbclc

Note: NetApp_CDOT_Dev_Test Repository is created in ovm_nfs_repository_dev_test volume and
NetApp_CDOT_NFS_Repository is created in ovm_nfs_repository.

3. Inthe example below, four clone VMs are created from one source VM.

a. First, from the NetApp FAS system console, use ndmpcopy to copy the images of the source VM
to the directory created for the golden VM (in the example, the name of the VM is “TemplateVM”).

ndmpcopy -d -sa <sourcefiler user>:<password> -da <destfiler user>:<password> -st text -dt text
<source vserver ip>:/<source vserver name>/<volumename>/”.img file location” <dest vserver
ip>:/<dest vserver name>/<volumename>/<VirtualDisk folder in repository>

64 Oracle VM and NetApp Storage Best Practices Guide




b. To find the .img location, view the vm.cfg file of the “TemplateVM” VM.

[root@stlrx300s6-131 ~]# cat
/OVS/Repositories/0004£fb0000030000c6cfa8adl5f46620/VirtualMachines/0004£fb000006000051096a9e0c9£33

60/vm.cfg

vif = ['mac=00:21:£6:00:00:08,bridge=0a3dad00"']
OVM_simple name = 'TemplateVM'

disk =

['file:/OVS/Repositories/0004£fb0000030000c6cfa8adl5f46620/VirtualDisks/0004£fb000012000037d313718b
df0da2.img,xvda,w']

bootargs = "'
uuid = '0004£fb00-0006-0000-5109-6a9e0c9£3360"'
on reboot = 'restart'

cpu _weight = 27500

memory = 2048

cpu_cap = 0

maxvcpus = 2

OVM_high availability = False

OVM_description = 'Import URLs: [http://10.61.173.176/0VM _EL5U5 X86 64 PVM 10GB.tgz]'
on_poweroff = 'destroy'

on crash = 'restart'

bootloader = '/usr/bin/pygrub'

name = '0004fb000006000051096a9e0c9£3360"'

guest os type = 'default'

vib = ['type=vnc,vncunused=1l,vnclisten=127.0.0.1, keymap=en-us']
vcpus = 2

OVM os_type = 'None'

OVM cpu_compat group = "'

OVM domain type = 'xen pvm'

[root@stlrx300s6-131 ~]#

c. Check the disk parameter value, in this example:
“:/OVS/Repositories/0004fb0000030000c6cfa8ad 1546620/ VirtualDisks/0004fb000012000037d31
3718bdf0da2.img”

TESO-17> ndmpcopy -d -sa root:netappl23 -da root:netappl23 -st text -dt text
10.61.172.164:/vs2_dnfs_rac/ovm nfs_repository/VirtualDisks/0004fb000012000037d313718bdf0da2.img
10.61.172.164:/vs2 dnfs rac/ovm nfs repository dev test/VirtualDisks/systemndmpcopy.img
Ndmpcopy: Starting copy [ 14 ]

Ndmpcopy: 10.61.172.164: Notify: Connection established

Ndmpcopy: 10.61.172.164: Notify: Connection established

Ndmpcopy: 10.61.172.164: Connect: Authentication successful

Ndmpcopy: 10.61.172.164: Connect: Authentication successful

Ndmpcopy: 10.61.172.164: Log: DUMP: creating

"/vs2 _dnfs rac/ovm nfs repository/../snapshot for backup.5" snapshot.

Ndmpcopy: 10.61.172.164: Log: DUMP: Using Partial Volume Dump of selected subtrees
Ndmpcopy: 10.61.172.164: Log: DUMP: Using snapshot for backup.5 snapshot

Ndmpcopy: 10.61.172.164: Log: DUMP: Date of this level 0 dump: Fri Jan 3 11:38:24 2014.
Ndmpcopy: 10.61.172.164: Log: DUMP: Date of last level 0 dump: the epoch.

Ndmpcopy: 10.61.172.164: Log: DUMP: Dumping

/vs2_dnfs rac/ovm nfs repository/VirtualDisks/0004fb000012000037d313718bdf0da2.img to NDMP
connection

Ndmpcopy: 10.61.172.164: Log: DUMP: mapping (Pass I) [regular files]

Ndmpcopy: 10.61.172.164: Log: DUMP: Reading file names from NDMP.

Ndmpcopy: 10.61.172.164: Log: DUMP: mapping (Pass II)[directories]

Ndmpcopy: 10.61.172.164: Log: DUMP: estimated 2548713 KB.

Ndmpcopy: 10.61.172.164: Log: DUMP: dumping (Pass III) [directories]

Ndmpcopy: 10.61.172.164: Log: DUMP: dumping (Pass IV) [regular files]

Ndmpcopy: 10.61.172.164: Log: RESTORE: Fri Jan 3 11:38:26 2014: Begin level 0 restore
Ndmpcopy: 10.61.172.164: Log: RESTORE: Fri Jan 3 11:38:26 2014: Reading directories from the
backup

Ndmpcopy: 10.61.172.164: Log: RESTORE: Fri Jan 3 11:38:26 2014: Creating files and directories.
Ndmpcopy: 10.61.172.164: Log: RESTORE: Fri Jan 3 11:38:26 2014: Writing data to files.
Ndmpcopy: 10.61.172.164: Log: ACL_START is '2591247360'

Ndmpcopy: 10.61.172.164: Log: DUMP: dumping (Pass V) [ACLs]

Ndmpcopy: 10.61.172.164: Log: RESTORE: Fri Jan 3 11:38:40 2014: Restoring NT ACLs.
Ndmpcopy: 10.61.172.164: Log: DUMP: 2530522 KB

Ndmpcopy: 10.61.172.164: Log: DUMP: DUMP IS DONE

Ndmpcopy: 10.61.172.164: Log: DUMP: Deleting

"/vs2 dnfs rac/ovm nfs repository/../snapshot for backup.5" snapshot.

Ndmpcopy: 10.61.172.164: Log: RESTORE: RESTORE IS DONE
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Ndmpcopy: 10.61.172.164: Notify: restore successful
Ndmpcopy: 10.61.172.164: Log: DUMP DATE is '5683734400'
Ndmpcopy: 10.61.172.164: Notify: dump successful

Ndmpcopy: Transfer successful [ 0 hours, 0 minutes, 27 seconds ]
Ndmpcopy: Done
TESO-17>

d. Move the systemndmpcopy.img to the proper location.

[root@stlrx300s6-131 ~]# mv
/OVS/Repositories/0004£fb0000030000a8cd28901056dbb2/VirtualDisks/systemndmpcopy.img/0004£fb00001200
0037d313718bdf0da2.img
/OVS/Repositories/0004fb0000030000a8cd28901056dbb2/VirtualDisks/systemndmpcopy.img temp
[root@stlrx300s6-131 ~]# rm —-fr
/OVS/Repositories/0004fb0000030000a8cd28901056dbb2/VirtualDisks/systemndmpcopy.img
[root@stlrx300s6-131 ~]# mv
/OVS/Repositories/0004£fb0000030000a8cd28901056dbb2/VirtualDisks/systemndmpcopy.img temp
/OVS/Repositories/0004fb0000030000a8cd28901056dbb2/VirtualDisks/systemndmpcopy.img
[root@stlrx300s6-131 ~]# find /OVS/Repositories/0004fb0000030000a8cd28901056dbb2
/OVS/Repositories/0004£fb0000030000a8cd28901056dbb2
/OVS/Repositories/0004fb0000030000a8cd28901056dbb2/.generic fs stamp
/OVS/Repositories/0004fb0000030000a8cd28901056dbb2/Assemblies
/OVS/Repositories/0004£fb0000030000a8cd28901056dbb2/Templates
/OVS/Repositories/0004fb0000030000a8cd28901056dbb2/IS0s
/OVS/Repositories/0004£fb0000030000a8cd28901056dbb2/VirtualDisks
/OVS/Repositories/0004£fb0000030000a8cd28901056dbb2/VirtualDisks/systemndmpcopy.img
/OVS/Repositories/0004fb0000030000a8cd28901056dbb2/VirtualMachines
/OVS/Repositories/0004£fb0000030000a8cd28901056dbb2/.ovsrepo
/OVS/Repositories/0004£fb0000030000a8cd28901056dbb2/ .snapshot

[root@stlrx300s6-131 ~]#

e. Create the clone file in storage from systemndmpcopy.img.

TESO::*> volume file clone create -volume ovm nfs repository dev test -source-path
/VirtualDisks/systemndmpcopy.img -destination-path /VirtualDisks/clone2.img -vserver vs2 dnfs rac

f.  Create the uuid from the uuidgen command.

[root@stlrx300s6-131 ~]# uuidgen
£f314471e-2alc-4ed47-a3aa-af776£166265

g. Copythe TemplatevM vm.cfq file to the /tmp/ folder that will be modified for the cloned VM
(in this example, CloneVM4).

[root@stlrx300s6-131 ~1# cp
/OVS/Repositories/0004£fb0000030000c6cfa8adl5£46620/VirtualMachines/0004£fb000006000051096a9e0c9£33
60/vm.cfg /tmp/vm.cfg cloned

h. Modify the following parameters in /tmp/vm.cnf cloned —

disk, uuid, name, OVM_simple name—as below.

[root@stlrx300s6-131 ~]# cat /tmp/vm.cfg clone4

OVM simple name = 'CloneVM4'

disk = ['file:/OVS/Repositories/0004fb0000030000a8cd28901056dbb2/VirtualDisks/cloned.img,xvda,w']
bootargs = "'

uuid = 'f314471le-2alc-4ed47-a3aa-af776£166265"

on_reboot = 'restart'

cpu_weight = 27500

memory = 2048

cpu cap = 0

maxvcpus = 2

OVM_high availability = False

OVM_description = 'Import URLs: [http://10.61.173.176/0VM EL5U5 X86 64 PVM 10GB.tgz]'
on_poweroff = 'destroy'

on_crash = 'restart'

bootloader = '/usr/bin/pygrub’'

name = 'f314471e2alcd4ed7a3aaatf776£166265"

guest os type = 'default'

vib = ['type=vnc,vncunused=1l,vnclisten=127.0.0.1, keymap=en-us']
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vcpus = 2

OVM os type = 'None'
OVM_cpu_compat group = "'
OVM domain type = 'xen pvm'
[root@stlrx300s6-131 ~]1#

i. Create the folder for the cloned VM in the VirtualDisk folder based on the UUID result.

[root@stlrx300s6-131 ~]# mkdir
/OVS/Repositories/0004fb0000030000a8cd28901056dbb2/VirtualMachines/f314471e2alcd4ed7al3aaaf776£1662
65

[root@stlrx300s6-131 ~]1+#

j- Copythe /tmp/vm.cnf clone4 to:

“/OVS/Repositories/0004fb0000030000a8cd28901056dbb2/VirtualMachines/f314471e2alcded7a
3aaaf776f166265/vm.cfg

[root@stlrx300s6-131 ~]# cp /tmp/vm.cfg clone4
/OVS/Repositories/0004£fb0000030000a8cd28901056dbb2/VirtualMachines/£314471e2alc4ed7a3aaaf776£1662
65/vm.cfg

k. Refresh the new repository NetApp_CDOT_Dev_Test_Repository.

OVM> list repository
Command: list repository
Status: Success
Time: 2014-01-03 17:32:51,434 EST
Data:
1d:0004£fb0000030000c6cfaBadl5£f46620 name:NetApp CDOT NFS Repository
1id:0004£fb00000300002a8cd28901056dbb2 name:NetApp CDOT Dev Test Repository
OVM> refresh repository name=NetApp CDOT Dev Test Repository
Command: refresh repository name=NetApp CDOT Dev Test Repository
Status: Success
Time: 2014-01-03 17:33:04,706 EST
ovM>

|. Add the CloneVM4 to one of the OVM Servers.

OVM> add vm name=CloneVM4 to server name=stlrx300s6-131
Command: add vm name=CloneVM4 to server name=stlrx300s6-131
Status: Success

Time: 2014-01-03 17:35:00,295 EST

ovM>

m. To start the CloneVM4, assign the vnic and network.

OVM> addAvailableVnic Vm name=CloneVM2
Command: addAvailableVnic Vm name=CloneVM2
Status: Success
Time: 2014-01-03 13:23:07,559 EST
Data:
1d:0004fb00000700003efeaecdf8ac099e9 name:00:21:£6:00:00:05
OVM> list Network
Command: list Network
Status: Success
Time: 2014-01-03 17:34:43,704 EST
Data:
id:0a3dad00 name:10.61.173.0
ovM>
OVM> edit vnic name=00:21:£f6:00:00:05 Network=10.61.173.0
Command: edit vnic name=00:21:£6:00:00:05 Network=10.61.173.0
Status: Success
Time: 2014-01-03 13:23:29,099 EST
ovM>
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n. Start the cloned VM.

BEmPPE g 2K QO View ~ | Perspective: | Virtual Machines [=] | # 3 B A o
V Server Pools Mame Status |Tag[s}- |Even189verity |Seruer |
7 P8 NetApp_CDOT_NFS_ServerPool [> CloneVi4 Stopped Mormal stirx300s6-131

K stie200s-45
Ki stirx300s6-131
BEmE g A QO View ~ | Perspective: Virtual Machines [=|| Z 3 B O =y
Ta' Server Pools Mame Status |Tag[s} |EvemSeuerity |Sewer
7 P MetApp CDOT_NFS_ServerPool = CloneVi4 Running Marmal stine30056-1231

Ki stin200s-45
K stirx300s6-131

0. We created four cloned VMs through the procedure above and migrated them to another OVM

Server.

BmMg 2 Q0
7 [H8) Server Pools
v fﬂﬁ, Metdpp_ CDOT_NFS_ServerPool
A stirk200s-45]
Ki  sti300s6-131
[[{] Unassigned Servers
[ Unassigned Virtual Machines

View = | Perspective: | Virual Machines [+| | # 3¢ B A =
Mame Status |Tag(s} |EvemSeverity |Sewer |

= CloneVi1 Running Marmal stinc200s-45

[= CloneVMz Running Mormal stinc200s-45

[= CloneVM3 Running Maormal stin200s-45

= CloneVi4 Running Marmal stinc200s-45

= TemplateViM Running Marmal stinc200s-45

Note:

The procedure above is applicable for NetApp storage controller (7-Mode) with OVM 3.x.

Clustered Data ONTAP and OVM 3.x (SAN-iSCSI and FCP)
Refer to section 4.3, “Configuring FC Shared Storage and VM Operations on Oracle VM Server.”

You can also check the “Create Access Groups, LUNs During VM Operations” section in
http://community.netapp.com/fukiw75442/attachments/fukiw75442/fas-data-ontap-and-related-plugins-

articles-and-resources/131/1/NetApp+Plug-in+2+0+1+for+Oracle+VM.pdf (download software and

documentation, view and download the installation and administration guide) for detailed steps to create
the access group and physical disk and to use VM Create and VM Clone.
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5 Case Study—Oracle VM in a Data Center Environment with NetApp
Storage

Oracle Managed Cloud Services, Oracle’s software-as-a-service business, introduced server virtualization
within Oracle Managed Cloud Services using Oracle VM. In addition to the consolidation benefits, the use
of Oracle VM in the Oracle on Demand data center also provides additional benefits such as capacity on
demand, rapid provisioning, and high availability of virtual machines.

Use of NetApp storage with Oracle VM in the Oracle Managed Cloud Services environment delivers
significant benefits, including:

e Capacity on demand. The hardware resources allocated to a particular application can be scaled
without disruption.

e Rapid provisioning. Downtime resulting from hardware failures is nearly eliminated. Virtual
machines can be restarted rapidly in the event of hardware failure.

e Decreased impact of necessary hardware maintenance. When maintenance is necessary, virtual
machines can simply be migrated to another physical server, eliminating downtime.

NetApp storage when used with Oracle VM also helps to make seamless the transition to the virtualized
environment from the physical environment, and it does not require any major process changes. That is,
the strategies and processes used for backup and restore, disaster recovery, software upgrade, and so
on that are used in the data center do not go through a complete makeover, because the underlying
infrastructure has been transformed to a virtual environment.

Some of the innovative technologies from NetApp that are exploited by Oracle in deploying Oracle VM in
the Oracle on Demand data center are described here.

e FlexClone

NetApp FlexClone technology is used to rapidly provision virtual machines and storage for test and
development environments in Oracle Managed Cloud Services. NetApp FlexClone technology
creates true clones—instantly replicated data volumes and datasets—without requiring additional
storage space. For information on using FlexClone with Oracle VM, refer to the section NetApp
Virtual Cloning.

e Overprovisioning of storage through thin provisioning

For nonproduction environments, Oracle Managed Cloud Services uses NetApp thin provisioning
technology to overprovision storage to the virtual machines. For details on thin provisioning
technology in the context of Oracle VM, refer to the section NetApp Thin Provisioning.

e Deduplication

NetApp deduplication is used successfully in the production environment. For more details about
NetApp deduplication in an Oracle VM environment, refer to the section Deduplication.

e Online backup/restore

The Oracle Managed Cloud Services online backup and restore strategy of Oracle VM virtual
machine images is based on NetApp Snapshot technology. For more details about NetApp Snapshot
technology in an Oracle VM environment, refer to section 3.6.

For more details about Oracle VM implementation in Oracle Managed Cloud Services, refer to the white
paper from Oracle at http://www.oracle.com/ondemand/collateral/virtualization-oracle-vm-wp.pdf.
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6 Appendix

6.1 NFS—Storage Repository Creation in Clustered Data ONTAP Using the CLI
from OVM Manager

1. Check the available file server:

OVM> list FileServer
Command: list FileServer
Status: Success
Time: 2013-11-25 14:24:10,791 EST
Data:
1id:0004£fb0000090000c452c6c91c7£2061 name:vs2 dnfs rac

2. List the file system:

OVM> list FileSystem

Command: list FileSystem

Status: Success

Time: 2013-11-25 14:20:43,925 EST

Data:
id:06ce34d9-af20-4ad0-af0d-4cc8f175%9e78 name:nfs:/ovm generic repo
id:b60bl3c6-c2ff-4ad8-90c6-9cdc7c8d3652 name:nfs:/ovm generic sp
1d:0885467b-2769-4748-ba76-556d2e82c789 name:nfs:/ovm vol
id:5d9247cd-6a53-4a57-bf61-22fb0e48d71b name:nfs:/pdb54 cl data
id:d287749e-3d62-41el-a21e-85072689d679 name:nfs:/solclusterdbl
id:98ee516a-c6f4-4257-8619-01c89cal8bba name:nfs:/vsFCP
id:8fd889d2-adad-40e6-b4ba-d0cc9c946956 name:nfs:/mml 11g linux poc db
1d:8988660a-531d-49e5-92e3-5c30710387al name:nfs:/ovm generic repo2

3. Refresh the exported junction path before creating the repository:

OVM> refresh filesystem name=nfs:/ovm generic repo2
Command: refresh filesystem name=nfs:/ovm generic repo2
Status: Success

Time: 2013-11-25 14:22:20,749 EST

4. Create a repository:

OVM> create Repository name=NetAppCDOTNFSRepo filesystem=nfs:/ovm generic repo2
Command: create Repository name=NetAppCDOTNFSRepo filesystem=nfs:/ovm generic repo2
Status: Success
Time: 2013-11-25 14:23:26,265 EST
Data:

1id:0004£fb0000030000e4b4cd7cd503145f name:NetAppCDOTNFSRepo

5. List the OVM Servers:

OVM> list Server

Command: list Server

Status: Success

Time: 2013-11-25 14:24:23,768 EST

Data:
1d:00:00:00:00:00:00:00:00:00:00:00:26:2d:04:d2:8e name:stlrx200s-45
1d:20:7e:32:67:89:29:11:df:a8:47:00:19:99:83:3b:9a name:stlrx300s6-131
1id:42:2a:52:5€:49:66:ab:c7:38:42:0a:ed:05:23:9a:9b name:ovmvmserverl

6. Present the OVM Server to the repository:

OVM> add Server name=stlrx300s6-131 to Repository name=NetAppCDOTNFSRepo
Command: add Server name=stlrx300s6-131 to Repository name=NetAppCDOTNFSRepo
Status: Success

Time: 2013-11-25 14:25:15,153 EST

OVM> refresh Repository name=NetAppCDOTNFSRepo

Command: refresh Repository name=NetAppCDOTNEFSRepo

Status: Success

Time: 2013-11-25 14:25:41,157 EST

OVM> exit

OVM> Connection to 10.61.173.178 closed.
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7. Verify that the newly created repository is mounted in the OVM Server:

[root@stlrx300s6-131 ~]1# df -h

Filesystem Size Used Avail Use% Mounted on
/dev/sda4 48G 853M 45G 2%/

tmpfs 330M 0 330M 0% /dev/shm

none 330M 80K 330M 1% /var/lib/xenstored

10.63.164.18:/ovm_generic_sp
48G  137M 48G

J
o

/nfsmnt/b60bl3c6-c2ff-4ad8-90c6-9cdc7c8d3652
/dev/mapper/ovspoolfs

10G 369M 9.7G
10.63.164.18:/ovm_generic_repo

386 7.0G  32G 19
10.63.164.18:/ovm_generic repo2

38G 128K 38G 1
[root@stlrx300s6-131 ~1#

o
oe

/poolfsmnt/0004£fb0000050000b£5£8c2855437096

/OVS/Repositories/0004£b0000030000a008989dbce7£526

o

o

/OVS/Repositories/0004£fb0000030000e4b4cd7cd503145f

You can use the OVM Manager to verify the repository.

@ Show My Repositories Perspective: | Info E
(71 Show All Repositaries
E
y Repository Name: NetAppCDOTNFSRepo
+ Z27R@W| QO -
- @ Repositories Ownership: Owned by You
b El FCPREPOH File System: 10.63.164 18:/ovm_generic_repo2
B L:I!I Gen_Repo Share Path:
7 El TistAppr DO THE SHepo. File System Size (GiB). 38.0
] VM Templates ' File System Used (GiB): 0.0
[ Assemblies Used %: 0%
£ 180s ID: 0004fb0000030000e4b4cd7 cd503145f
03 Vil‘tUE.II Disks Presented to Servers:
(3 VM Files Server Name Server Pool Status IP Address
ﬂ stin300s6-131 Gen_SP1 Running 10.61.173.175

6.2 SAN—Storage Repository Creation in Clustered Data ONTAP Using the CLI
from OVM Manager

Install the NetApp Plug-in for Oracle VM Plug-in, which can be downloaded from
http://community.netapp.com/fukiw75442/attachments/fukiw75442/fas-data-ontap-and-related-plugins-
articles-and-resources/131/1/NetApp+Plug-in+2+0+1+for+Oracle+VM.pdf.

1. List the available NetApp volumes:

OVM> list volumegroup

Command: list volumegroup

Status: Success

Time: 2013-11-25 14:51:47,346 EST

Data:
id:osciscsi_cdot @ 0004£fb0000090000b84070a9d38a6£29 name:osciscsi_cdot
id:prodvolgroup @ 0004fb0000090000b84070a9d38a6£29 name:prodvolgroup
id:Generic_iSCSI_Volume Group @ Unmanaged i1iSCSI Storage Array name:1SCSI Volume Group

OovVM>

2. Create the physical disk in the volume:

OVM> create physicaldisk size=20 name=cDOTFCPdisk shareable=yes on volumegroup name=prodvolgroup
Command: create physicaldisk size=20 name=cDOTFCPdisk shareable=yes on volumegroup
name=prodvolgroup
Status: Success
Time: 2013-11-25 15:00:38,428 EST
Data:
1d:0004fb00001800001bcf58db4dcce23d9 name:cDOTFCPdisk
OovVM>

71 Oracle VM and NetApp Storage Best Practices Guide



http://community.netapp.com/fukiw75442/attachments/fukiw75442/fas-data-ontap-and-related-plugins-articles-and-resources/131/1/NetApp+Plug-in+2+0+1+for+Oracle+VM.pdf
http://community.netapp.com/fukiw75442/attachments/fukiw75442/fas-data-ontap-and-related-plugins-articles-and-resources/131/1/NetApp+Plug-in+2+0+1+for+Oracle+VM.pdf

3. Check the newly created physical disk:

OVM> list physicaldisk

Command: list physicaldisk

Status: Success

Time: 2013-11-25 15:02:18,885 EST

Data:
1d:0004£fb00001800007718cdd713ed8858 name:PRODSPLUNL
1d:0004£fb000018000031d02332ebed427e3 name:PRODRPLUN2
1d:0004£fb00001800006e33ca%9a5692270e name:PRODVMLUN3
id:0004fb0000180000eaba88bcl03b5c50 name:PRODVMLUN3 20131021172909
1d:0004fb00001800001bcf58db4cce23d9 name:cDOTFCPdisk

4. Check the available server pool:

OVM> list serverpool

Command: list serverpool

Status: Success

Time: 2013-11-25 15:04:04,960 EST

Data:
1d:0004£fb000002000041cb579bb09c649a name:FCPSP1
id:0004fb000002000041d559d1015915fd name:Gen_ SP1

ovM>

5. Check the available access group:

OVM> list accessgroup

Command: list accessgroup

Status: Success

Time: 2013-11-25 15:16:50,586 EST

Data:
id:FCPAG @ 0004£fb0000090000b84070a9d38a6£29 name:FCPAG
id:ISCSIAG @ 0004fb0000090000d1b£f8d2758£d6452 name:ISCSIAG

ovM>

6. Add the newly created physical disk to the access group:

OVM> add physicaldisk name=cDOTFCPdisk to accessgroup name=FCPAG
Command: add physicaldisk name=cDOTFCPdisk to accessgroup name=FCPAG
Status: Success

Time: 2013-11-25 15:20:12,176 EST

ovM>

7. Create a repository in the newly created physical disk:

OVM> create Repository name=cDOTFCPRepo2 serverPool=FCPSP1l physicalDisk=cDOTFCPdisk
Command: create Repository name=cDOTFCPRepo2 serverPool=FCPSPl physicalDisk=cDOTFCPdisk
Status: Success
Time: 2013-11-25 15:28:21,199 EST
Data:

1d:0004£fb0000030000cd43031532b19e75 name:cDOTFCPRepo2
ovM>

8. Present the OVM Server in the repository:

OVM> list server

Command: list server

Status: Success

Time: 2013-11-25 15:29:20,977 EST

Data:
1d:00:00:00:00:00:00:00:00:00:00:00:26:2d:04:d2:8e name:stlrx200s-45
1d:20:7e:32:67:89:29:11:df:a8:47:00:19:99:83:3b:9a name:stlrx300s6-131
1d:42:2a:52:5e:49:66:ab:c7:38:42:0a:ed:05:23:9a:90 name:ovmvmserverl

ovM>

OVM> add server name=stlrx200s-45 to repository name=cDOTFCPRepo2

Command: add server name=stlrx200s-45 to repository name=cDOTFCPRepo2

Status: Success

Time: 2013-11-25 15:43:16,041 EST

ovM>

9. Refresh the repository:
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Status: Success

ovM>

OVM> refresh repository name=cDOTFCPRepo2
Command: refresh repository name=cDOTFCPRepo2

Time: 2013-11-25 15:49:47,522 EST

7 Conclusion

With the introduction of Oracle VM, Oracle is now the only software vendor to combine the benefits of
server clustering and server virtualization technologies, delivering integrated clustering, virtualization,
storage, and management for grid computing. This report provides detailed guidance on how best to
implement Oracle VM Server virtualization solutions on NetApp storage. NetApp has been at the forefront
of solving complex business problems with its innovative technology and end-to-end-solutions approach.

This report is not intended to be a definitive implementation or solutions guide. Additional expertise may
be required to solve specific deployments. Contact your local NetApp sales representative to speak with
one of our Oracle VM solutions experts.
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